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Abstract— the concept of network Virtualization provides the facility to combine the computer network resources into a single platform as a single network. It allows multiple diversified virtual networks to be supported by sharing network infrastructure. The VN assignment problem is the allocation of resources while assigning virtual nodes and virtual links to specific substrate nodes and paths. Network Virtualization can support multiple network services, experiments and architectures over a shared substrate network by the heterogeneous Internet architecture with separate virtual   
In this paper, we propose a virtual network embedding algorithm that verifies the integrity process. When data is transferred from source node to destination node there will not be any loss of data in the packet when it arrives at destination node, as the integrity of the data is verified.
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I.  Introduction 

Nowadays Internet is gaining popularity through the world. The current Internet architecture supports various kinds of applications, services and works for the heterogeneous network technologies. The Internet also has also provided the various new different ways to exchange the information anywhere in the world from any location. The popularity and success of the Internet itself blocked the growth and innovation of Internet technologies. It is very difficult to deploy new Internet network services, as there is competition and lack of co-operation between the service providers and Infrastructure providers [1] [2]. This lack of Co-operation and competition does not allow necessary changes to the current working architecture of the Internet this is known as ossification of the Internet.

Network Virtualization is the technology used to overcome the tendency of ossification of the Internet. Network Virtualization enables the creation of logically isolated network partitions over shared physical network infrastructure so that multiple heterogeneous virtual network can simultaneously cohabit over sharing infrastructure. In the network Virtualization environment, a substrate network provider (SNP) provides common substrate to support number of virtual networks (VN’s). The network Virtualization approach reduces the amount of investment in physical infrastructure as the number of the service provider’s (SP’s) are able to create  the heterogeneous virtual network’s (VN’s) and provides end-to-end services to end users [1] [3]. This service’s are provided by allowing access to shared resources from one or more Infrastructure provider’s (InP’s) on lease basis                                                Network Virtualization has a fundamental function of assigning the physical network resources to individual node and links. Virtual network is a group of virtual nodes connected together by a set of virtual links. Each virtual node is assigned to one of the substrate node and each of the virtual links is assigned to substrate path. The VN embedding problem is nothing but a central resource allocation problem in the network. VN assignment is a mapping of VN request i.e. mapping of virtual nodes and links onto specific physical resources shared by multiple virtual networks (VN’s), efficient assignment of online VN request increase the Infrastructure provider’s (InP’s) revenue.

 During VN embedding the substrate node is mapped to the virtual node on the basis of higher bandwidth and CPU capacity. The VN embedding involves searching the paths for the source or destination pairs of nodes. The transmission of data is done from the source node to the destination node in the network A physical network is totally controlled by Infrastructure Providers (InP’s) to earn a profit from leasing network resources to its customers (Service Providers (SPs) or Virtual Network Providers (VNPs)). The physical network is also called substrate network consist of physical nodes and connected by physical links [5].

A Virtual network contains a set of virtual node, each hosted on a substrate node, and a set of virtual links, each established over a physical path or set of physical links.

In this paper, we present an integrity process for data transmission in the network between the different nodes. The integrity process verifies the integrity of data during its transmission from the source node to the destination node over the network. We generated MAC code at the time of transformation then data packet is transmitted from source node to the destination node. When the packet receives at destination, the sender’s MAC code is compared with receiver’s MAC code, if the MAC code of sender matches with the MAC code of the receiver then integrity of data transmitted is verified 


Fig. 1 Mapping of VN request onto shared substrate network
II. Ease NETWORK MODEL AND PROBLEM DESCRIPTION
A. Substrate Network 
The substrate network   is denoted by weighted undirected graph GS= (NS, ES), where NS is the set of substrate nodes and ES is the set of substrate links. For nodes we will consider the CPU capacity and its location on a coordinate system and for link bandwidth capacity that indicates the total amount of bandwidth. We indicate set all substrate paths by P and set of all substrate paths from source node s to destination node d by P (s, d).

The Substrate network is as shown in Fig.1 [1], the numbers in the rectangle represents available CPU resources and numbers over the link shows available bandwidths.

B.  VN Request 
VN request is also denoted as a weighted undirected graph by GV=(NV,EV), where NV is a set of all virtual nodes and EV is sets of all virtual links. A VN request has virtual nodes and virtual links constraints that are represented by the attributes of nodes and links of the substrate network. A nonnegative value KV to represent how far a virtual node can be assigned from its preferred location is possessed by each VN request.
C. VN Request 

VN request is also denoted as a weighted undirected graph by GV= (NV, EV), where NV is a set of all virtual nodes and EV is sets of all virtual links. A VN request has virtual nodes and virtual links constraints that are represented by the attributes of nodes and links of the substrate network. A nonnegative value KV to represent how far a virtual node can be assigned from its preferred location is possessed by each VN request.

D. Substrate Network Resource Usage Metrics

If we consider that the substrate network resources are finite then processing of the new VN request reduces the amount of residual substrate network resources. Thus VN request is not accepted unless there are sufficient resources to serve it. For this residual substrate node and link capacities are recorded.

The concept of stress is used to represent the resource usage of the substrate network. It is the amount of CPU capacity assigned to different virtual nodes hosted on substrate node [1]. 

StressN = ∑nv[image: image2.png]
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   Where p q indicates that virtual node p is hosted on the substrate node q.

The substrate link stress is the total amount of bandwidth reserved for virtual links whose substrate path pass through substrate link.

StressE=∑ev[image: image4.png]
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     Where p →q indicates that the substrate part of the virtual     link p passes through the substrate link q. 

 The residual capacity of a substrate node and link is the available CPU capacity of substrate node ns Є NS and total amount of bandwidth available on substrate link es Є Es .

For substrate node,

RN(ns)=c(ns)-sN(ns)

 For substrate link,
RE(es)=b(ev)-sN(ns)
 The bandwidth capacity available at substrate path P Є PS is as  follows
RE(P) =mines →PRE(es)

E. VN Assignment

In virtual network assignment the virtual network topology is mapped at the top of physical network topology based on some requirements. The substrate network decides whether to receive or not the VN request. Once the request is received then duty of the substrate network to allocate resources and decide an appropriate assignment for VN [1] [4] [5].
There are two stages of a VN assignment request onto the substrate network.

1) Node Assignment: Each virtual node from the same VN request is assigned to a different substrate node by mapping MN : NV[image: image6.png]


 NS From virtual nodes to substrate nodes such that for all nv,mv[image: image8.png]


NV[ 1] [5].

MN(nv)∊Ns
MN(.mv) = MN(nv)            iff mv =nv
Subject to 

c(nv) ≤ RN(MN(nv))   (3a)
        dis(loc(nv),loc(MN(nv)))  (3b)

Where dis(x, y) measures the distance between the locations of two substrate nodes x and y.

In Fig. 1, the first VN request has the node mapping {p→P, t→S, u→V}. Here, two virtual nodes u and q are mapped onto the same substrate node W.
R, q→W, r→Q} and the second VN request has {s→ 
2) Link Assignment: Each virtual link is assigned to a substrate path or a set of substrate paths between corresponding substrate node I. e. Mapping ME: EvEv [ 1 ].
→Ps From virtual link to substrate paths such that for all ev= (mv, nv) ∊
[image: image14.png]


 ME(mV,nV) ⊆PS(MN(mV),MN(nV))
Subject to 

∑P∈MN(eV)RE(P) ≥b(ev)
The first VN request in Fig. 1 has been assigned link mapping { (p, q) →{ (R, S), (S, V), (V, W) }, (p, r) →{(R, P), (P, Q)}, (q, r) →{(W, U), (U, T), (T, Q) }) and the second VN request has link mapping { (s, t) →{(P, R), (R, S)J, (t, u) →{(S, V), (V, W)}}.

F. Objectives
The purpose of this paper is to propose online VN embedding algorithms that allow proper transmission of data packets over the network by verifying the integrity and authentication of data transferred from the sender to the receiver by generating MAC code. Thus, we will maintain the security of the data to be transferred and ensure that there is no loss of data during the transmission process.

To compute a MAC over the data 'm' using the HMAC function, the following operation is performed [8]:

MAC (m) = HMACK(m) = H {K⊕opad;H(K ⊕ ipad,m))
III. EXISTING SYSTEM 
It is not possible to change the current architecture of the Internet due to the multi-provider nature of the Internet and competition amongst them. To overcome this drawback, the concept of network Virtualization came into existence. The Network Virtualization environment permits multiple heterogeneous network architectures to co-exist on a shared substrate [1] [3]. In the existing system there is a better coordination between node mapping and link mapping phases by presenting ViNEYard Algorithms, which includes Deterministic VN Embedding (D-ViNE), Randomized VN Embedding (R-ViNE), and their extensions [1]. The mapping of virtual nodes onto substrate nodes in a way that facilitates the mapping of virtual links to physical paths in the subsequent phase is done [3], The substrate network graph is extended by constructing meta nodes for each virtual node and connecting that meta node to a selected subset of physical nodes. Each virtual link is then considered with the bandwidth constraints containing a pair of meta nodes. To find an optimal flow of bandwidth is same as assigning the virtual link in the best way. Additional binary constraints are introduced to strictly allow only one meta node to be selected for each meta edge. Thus, exactly one substrate node for each meta node is selected which corresponds to a specific virtual node. According to the VN embedding problem, the substrate node was mapped to the virtual node on the basis of highest bandwidth capacity and CPU capacity and data transfer were held. While the transmission the data packets the security is not maintained for the packet. Due to this when the packet is transferred from sender to receiver if
there is loss of data or any damage to the packet by different attacks can't be identified. This leads to poor transmission security for the data packet
A. Augmented Substrate Graph Creation 
The Base Substrate network must be extended to construct an augmented substrate graph using the location requirements of virtual nodes as a basis for the extension [1], the node mapping and link mapping phases are coordinated by this graph. Since each nv ∈  Nv has an associated constraint loc (nv ) on its possible placement, we can create one cluster for each virtual node in the substrate network - each with radius Dv [1]. Such cluster is denoted by Ω (nv) and we a can say it as the Ω set of the virtual node nv [1]. 
Ω (nv) = {ns6 Ns | dis(loc(nv ), ioc(ns)) <Dv} 
For each nv ∈ Nv, we create a corresponding meta node μ (nv) and connect  μ (nv) to all the substrate nodes belonging to Ω (nv) using meta edges with infinite bandwidth [l].Then all the meta nodes and meta edges are combined with the substrate graph to create an augmented substrate graph.

B. Deterministic Rounding-Based Virtual Network
Embedding Algorithm (D-ViNE)
The input of D-ViNE is given as online VN request. These requests are mapped onto the substrate network one by one by D-ViNE. Initially it assumed that all the substrate nodes are unused. The description of D-ViNE according to [1] is as:

· First of all an augmented substrate graph Gs=(NS', Es) is constructed for the VN request GV=(NV , Ev) using augmentation method
· VNE_LP_RELAX is solved to get a fractional solution.

· For each virtual node D-ViNE first checks whether there are any unmapped substrate Nodes within its Ω set.

· If any of the Ω sets is empty, D-ViNE stops the embedding process immediately and rejects the VN request [1]. Otherwise deterministic rounding procedure is initiated at step 5.
· For each virtual node, D-ViNE calculates 
Pz = (∑ i ∫i μ(n)z+∫i zμ(n)) χ μ(n)z
      for each substrate node z ∈ Ω(n)
· D-VINE maps the virtual node n onto the unmapped substrate node z (i.e. ∅ (z) =0) with the highest pz value.

· After mapping of all the virtual nodes to different substrate nodes, multicommodity flow (MCF) algorithm applied by D-ViNE to map the virtual links in Ev onto substrate paths.

· Finally, the residual capacities of substrate nodes and links are updated by D-ViNE to be ready for the next request

C. Randomized Rounding-Based Virtual Network
Embedding Algorithm (R-ViNE)
R-ViNE procedure is same as D-VINE but in R-ViNE randomized rounding is used instead of deterministic rounding. After calculation of pz values as in D-ViNE, in case of R-ViNE these values are normalized to restrict them within the range 0- 1. The normalized values for each z G correspond to the probabilities of n being mapped to z [1]. A substrate node z G £3(n) to map a virtual node n is selected by R-ViNE with probability pz.

IV. PROPOSED WORK 
We introduce the method to verify the integrity and authenticity of the data that is to be transmitted from source node to the destination node of the substrate network. When the sender and receiver over an insecure channel requires a method by which data sent by the sender is validated as authentic by the receiver [6] [7]. Here we use D-ViNE technique in the augmented graph construction. If the substrate node has been already selected means we will go for R ViNE, there we will choose substrate node randomly suppose the selected substrate node is with low CPU capacity means the performance gets delayed to overcome that we apply D-ViNE inside the R-ViNE. Along with that in order to verify the integrity process we generate MAC code at the time of transformation , if the sender MAC code gets matched with the receiver MAC code means then integrity is verified. During the transmission of messages from sender to
receiver, a value known as authentication tag is appended to the message, that value is computed by the MAC algorithm as a function of transmitted information and shared secret key. At destination side, a similar mechanism is used and the key to recompute the authentication tag on the message received by the receiver. The receiver then ensures that a value obtained is same as the tag attached to the received message [7]. If the values of both the tag match then the data are not damaged or there is no loss of data while transmitted from source to destination.

The HMAC function takes the key K and message 'text' as
input, and produces [6] [7]

HMACK(text) = H (K® opad; H(K © ipad, text))

Where H is a cryptographic hash function, K is a secret key padded to the right with extra zeros to the input block size of the hash function, or the hash of the original key if it's longer than that block size, the text is the message to authenticated, ⊕ denotes exclusive or (XOR), opad is the outer padding (0x5c5c5c....5c5c, one-block-long hexadecimal constant), and ipad is the inner padding (0x363636...3636, one-block-long hexadecimal constant). The following Algorithm shows how HMAC-MD5 is implemented [8]

1.
Generate a key K for HMAC-MD5 keyed-hashing algorithm.

2.
Create a MAC object using HMAC-MD5 and initialize with key K.

3.
If length of K=Block size: Set K0=K. GO to Step 6.

4.
If the length (K) >Block size: hash K to obtain L byte string, then append (Block size-L) zeros to create Block size-byte string K0 (i.e., K0=H(K)||00..00). Go to Step 6.

5.
If the length (K) < Block size: append zeros to the end of K to create a Block size-byte string K0 (e.g., if K. is 20 bytes in length and Block size=64, K. will be appended with 44 zero bytes x'00')

6.
Exclusive-Or K0 with ipad to produce a Block size-byte string: K0 ⊕ ipad.

7.
Append the stream of data "text' to the string resulting from step 6 : (K0 ⊕ ipad) || text.

8.
Apply H to the stream generated by step 7: H ((K0 ⊕ ipad) || text).

9.
Exclusive-Or K0 with opad: K0 ⊕ opad.

10.
Append the result from step 8 and 9 : (K0 ⊕ opad)|| H( (K0⊕ ipad) || text).

11.
Apply H to the result from step 10: H ((K0 ⊕ opad)|| H( (K0⊕ ipad) || text)).

V.CONCLUSIONS


Network Virtualization is an important solution to the problem of ossification of the Internet. In Network Virtualization environment, each virtual network (VN) is separated from the others and a set of virtual network shares the resources of a common physical network. The data transmission takes place from source node to the destination node of the substrate network. In various Internet applications and protocols the standard approaches like cryptographic hash functions are used for the authentication of data. In this paper we propose an algorithm that increases the security of the data transmission over the network. For the purpose of improving security and reduce the loss of data or information during the process of transmission we use an algorithm that encodes the data and key at sender side and decodes it at the receiver side. The focus of the paper is in the authentication of the data being transmitted in the network and Integrity of the data is also verified.
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