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ABSTRACT
Computational diagnostic tools are becoming 

indispensable to support modern medical diagnosis. Soft 
computing refers to a collection of computational techniques in 
computer science, artificial intelligence, machine learning and 
some engineering disciplines, which attempt to study, model, and 
analyze very complex phenomena. More conventional methods 
have not yielded low cost, analytic, and complete solutions so far. 
Earlier computational approaches could model and precisely 
analyze only relatively simple systems. Simplicity and 
complexity of systems are relative to technologies. Conventional 
mathematical models have also been both challenging and 
productive.

This paper explains how one of the soft computing 
techniques is useful for breast cancer diagnosis. The method 
suggested in this paper is Penalty Parameter based Support Vector 
machine (PSVM).The basic idea is to assign different weights to 
each class such that the training algorithm learns the decision 
surface according to the relative importance of data points in the 
training data set. Experimental results indicate that the proposed 
method reduces the influence of uneven classification and yields 
higher classification rate than standard Support Vector Machine 
(SVM). The proposed system identifies breast tumors with a 
comparatively high accuracy. The proposed system enables the 
physicians to adopt proper diagnosis. The main advantage of the 
proposed system is that the training and diagnosis procedure of 
PSVM are faster, more stable and reliable than that of multilayer 
back propagation neural networks. The PSVM is a dependable 
choice for the Computer Aided Diagnosis (CAD) system because 
it results in more precise and excellent image classification in 
addition to being fast. 
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1 INTRODUCTION
Breast cancer is one of the major causes for the increase in 
mortality among women especially in developed countries. Breast 
cancer is second most common cancer in women. The World 
Health Organization’s International the first being agency for 
research on cancer in Lyon, France, estimates that more than 1, 
50,000 women worldwide die of breast cancer in year[2]. In India, 
breast cancer accounts for 23% of all the female cancer death 
followed by cervical cancer (17.5%) in India. Although the 
incidence is lower in India than developed countries, the burden 
of diagnosing and treating of breast cancer in India is alarming 
[9]. The incidence is more among urban than rural women. It is 
more prevalent in the higher socio-economic groups. The average 
incidence rate varies from 2 to 28 per 1, 00,000 women per year 
in urban setting to 6 per 1, 00,000 women per year in rural India. 
The survey suggests that by 2020 there will be 10 million new 
cancer cases every year in the developing world, of which 6 
million people will die. In India alone, it is estimated that 1.5 
million new cancer cases will occur yearly at the start of this 
century. 

Scientists have conducted preliminary studies on the effects of 
exposure to radiation in space. Since high levels of radiation are 
known to cause higher-than-normal mutation rates (which can 
lead to cancer) within a living cell, the levels of cosmic radiation 
experienced outside of Earth's protective atmosphere will be a 
large concern in the next era of longer manned spaceflights. [1] 
The most frequently adopted medical imaging studies for early 
detection and diagnosis of breast cancers include mammography 
and ultrasonography. Ultrasound examination, which is non-
invasive and non-radiative, is a more convenient and suitable tool 
for palpable tumors in daily clinical practice [1]. However, the 
dense tissues and especially in younger women, cause suspicious 
region to be almost invisible and may be easily misinterpreted as 
calcifications and yield a higher False positive (FP) rate that is a 
major problem with most of the existing algorithms. Ultrasound 
examination is very operator dependent. The image is non-
specific for the diagnosis of benign or malignant lesions 
according to the echogenecity. The examination described by 
Stavros et al. [1] is much more extensive than the usual 
examinations performed at most breast imaging centers. However, 
the above diagnostic results are achieved by experienced 
radiologists. Many invasive diagnostic procedures are still 
required in most cases. Most of these procedures could be avoided 
if a more specific diagnostic test was available because the rate of 
positive findings in a biopsy for cancer is low [19]. 
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Sharp diagnostic ultrasound images are often able to show soft 
layers of breast tissue.  Ultrasound may be particularly useful in 
detecting abnormalities in patients with dense breasts.  Density is 
a term used to describe breast tissue that has many glands close 
together. Though fairly common (especially in younger women), 
dense breasts may make breast masses difficult to detect on a 
mammogram film. 

The rest of the paper is organized as follows: section 2 briefly 
reviews the basic theory and uneven classification problem in 
SVM. Section 3 deals with the formulation of PSVM. Section 4 
describes CAD system. Section 5 experimental results finally the 
conclusion is given in session 6. 

2 STANDARD SVM 

2.1 Formulation of SVM 
We consider briefly how the SVM binary pattern recognition 
problem is formulated [20,21]The main idea behind SVM 
technique is to derive a unique separating hyper plane (i.e., the 
optimal margin hyper plane) that maximizes the margin between 
the two classes. Given l training data points. 
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Where the training vectors xi is mapped into a higher dimensional 
space by the function. C is a user-specified positive parameter, 
which controls the tradeoff between classification violation and 
margin maximization. The existing common method to solve (1) 
is through its dual, a finite quadratic programming problem 

1 , 1

1( [( ( ), ( ), ( )])
2

N N

i j i j i i j
i i j

W y y x x x	
 
 
 

� �

� � � � � �� �
       
                    (3) 

subject to

1
0,0 , 1,....,

N

i i
i

y C i l	
 

�

� 
 
 ��   (4) 

Where � is the Lagrangian parameter. Note the kernel trick 
K(x,y)= (�(x), �(y))   is used in the last equality in(3). The Kuhn-
Tucker conditions of SVM are defined by  
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The point xi with the corresponding �i > 0 is called a support 
vector. The optimal value of weight vector �o=�l

i=1 �iyi�(xi)  =
�ls

i=1 �iyi�(xi) is obtained where ls, is the number of support 
vectors. The optimal value of bias bo can be computed from the 
Kuhn-Tucker conditions (5). Once the optimal pair (�o,bo) is 
determined, the decision function is obtained by 
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The sign of the result will indicate which class the test data set 
belongs to. If the sign of f(x) is greater than zero (+ve value) then 
the test data points (x) belongs to ‘+1’ class and if the sign of is 
less than zero (-ve value) then the data points (x) belongs to ‘-1’ 
class. 

2.2 Uneven Classification 
If the Training set has uneven class size which results in 
classification biases towards the class with large training size. The 
main cause lie in that the penalty of misclassification for each 
training sample is considered equally, the larger the training class 
size is , the smaller the corresponding upper limit of classification 
error rate and there is a bias towards the class with the large 
training size. The biasing behavior is usually not desirable, 
particularly in the case of fault diagnosis and disease diagnosis 
where there is usually a lack of samples belonging to abnormal 
class. 

3  PSVM
The basic idea PSVM is to assign each data point a different 
weight according to its relative importance in the class such that 
different data point has different contribution to the learning of 
the decision surface. Suppose the weights are given, then the 
training data set becomes 
{(xi,yi,Wi)}l

i=1 , xi � RN
 , yi � {-1, 1}, Wi � R 

where the scalar 0 < Wi � 1 is the weight assigned to data point xi.
Where Ci = CWi

where C ,is the penalty parameter. 
In the normal SVM a constant value is used through out for 
calculating the hyper plane. Value of penalty parameter is taken 
arbitrarily (Such that the value must be grater than zero). For less 
value maximum margin is obtained and if the value tends to 
infinity a better classification is obtained. In normal SVM value 
of constant C is same through out the data set.
In the formulation of PSVM, the SVM wants to maximize the 
margin of separation and minimize the classification error such 
that good generalization ability can be achieved. Unlike the 
penalty term in standard SVM, where the value of C is fixed and 
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all training data points are equally treated during the training 
process, PSVM weighs the penalty term in order to reduce the 
affect of less important data points (such as outliers and noises). 
The constrained optimization problem is formulated as  

Minimize  �(�) =     �T� + C �l
i=1 Wi �i

In normal SVM �i is calculated by using quadratic programming 
by substituting a lower and an upper limit values such that the 
upper limit depends on the value of C, the penalty parameter in 
the SVM algorithm. In PSVM if any data points is an outlier then 
dynamic value of C is used to calculate �i , so that the data point 
which is an outlier will get less value of C compared to that of 
other data points used in training. 

4 OVERVIEW OF THE CAD SYSTEM 
A computer-aided diagnosis (CAD) system would be expected to 
be helpful in diagnosing breast cancer because of the difficulty of 
such diagnoses. [5–9] applied textural features in breast 
ultrasound images to differentiate between benign and malignant 
tumors with neural network classifiers.
Textural variation in the ultrasound image has been deemed a 
useful characteristic for distinguishing benign and malignant 
tumors [4]. The CAD utilizes a multilayer perception (MLP) 
neural network to perform a good diagnostic result. However, the 
training process is prolonged and diagnostic performance 
normally relies on the initial parameter setting, i.e., number of 
neurons, learning rate and moment value are hard to decide.
The selections of initial parameters will affect the results 
drastically. Whereas, the support vector machine (SVM) reveals 
the feasibility and superiority to extract higher order statistics. 
The SVM has become extremely popular in terms of classification 
and prediction.
This study employs the SVM model as a classifier instead of MLP 
for identifying benign and malignant lesions in the ultrasound 
image. The proposed diagnosis system can classify the ultrasound 
images of a breast more accurately and efficiently. The SVM is a 
reliable choice for the new proposed system because it is fast and 
excellent in ultrasound image classification.

5 EXPERIMENTAL RESULTS. 

5.1 Data Set 
The effectiveness of the proposed PSVM algorithm to 
classification problem is tested on Wisconsin data base. The 
objective of breast cancer diagnosis is to distinguish malignant 
from benign breast cytology. The whole dataset have 569 
samples, of which there are 357 benign samples (positive class) 
and 212 malignant samples (negative class). These samples are 
used to train ,test the PSVM. The result is given below. 

Data
set

Class �i value

0.5 -1 0.00000 

1.0 -1 93.7327 

1.5 +1 Treated as C value=246.199 

Data
set

Class �i value

0.5 -1 18.1089 

2.0 -1 164.2079 

1.0 +1 0.00000 

2.0 +1 0.00000 

2.5 +1 29.95 

Table 1. Calculation of �i value

Fig. 1.  SVM output With Val C = 1 

Fig. 2.  SVM Output, With C=150 

6 SUMMARY AND CONCLUSION 
Ultrasound has become one of the major imaging modalities for 
the diagnosis of breast lesions. Improved imaging techniques 
permit the management of detected breast lesions to become less 
invasive. In this paper, PSVM is proposed to deal with the uneven 
classification problem in traditional support vector machine 
(SVM) for two-class data classification. Based on the data set, 
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different weight values are generating for main training data 
points. Experimental results show that the proposed PSVM can 
reduce the effect and yield higher classification rate than standard 
SVM does when the training data set is uneven. The testing time 
can similarly be reduced by removing the less meaningful support 
vectors with smaller weights. Though the pruning procedure may 
induce the loss of training and testing accuracy, this topic is 
desirable to be further investigated. The proposed CAD system 
diagnoses breast tumors using texture features within the 
ultrasound image very well and the CAD system is expected to be 
a helpful tool.

Fig. 3.  PSVM output   with C = 246.3 
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