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ABSTRACT
We demonstrate the usefulness of the PEBL framework for Web 
page classification which eliminates the need for manually 
collecting negative training examples in preprocessing. We 
extracted specially used and clearly defined features of web pages 
in our experiment. The PEBL framework applies an algorithm, 
called Mapping-Convergence (M-C), to achieve high 
classification accuracy (with positive and unlabeled data) as high 
as that of a traditional SVM (with positive and negative data). M-
C runs in two stages: the mapping stage and convergence stage. In 
the mapping stage, the algorithm uses a weak classifier that draws 
an initial approximation of “strong” negative data. Based on the 
initial approximation, the convergence stage iteratively runs an 
internal classifier (e.g., SVM) which maximizes margins to 
progressively improve the approximation of negative data. Thus, 
the class boundary eventually converges to the true boundary of 
the positive class in the feature space. We implemented  M-C 
algorithm, our experiments show that, given the same set of 
positive examples, the M-C algorithm performs  almost as 
accurate as the traditional SVM gives 98.00 percentage Precision 
–Recall value .

 Categories and Subject Descriptors:

Information storage and retrieval]: Web page Classification, 
document structure, feature vector. 

General Terms: Algorithms, Performance, Design. 

Keywords: Web page classification, Web mining, document 
classification, Mapping-Convergence (M-C)algorithm, SVM 
(Support Vector Machine). 

1 INTRODUCTION
Through the billions of Web pages created with HTML and XML, 
or generated dynamically by underlying Web database service 
engines, the Web captures almost all aspects of human  endeavor 
and provides a fertile ground for data mining. However, 
searching, comprehending, and using the semi-structured 

information stored on the Web poses a significant challenge 
because this data is more sophisticated and dynamic than the 
information that commercial database systems store. To 
supplement keyword-based indexing, which forms the 
cornerstone for Web search engines, researchers have applied data 
mining to Web-page classification. In this context, data mining 
helps Web search engines find high-quality Web pages. 

While Web page classification has been actively studied, most 
previous approaches assume a multiclass framework, in contrast 
to the one-class binary classification problem that we focus on. 
These multiclass schemes (e.g., [1], [2]) define mutually exclusive 
classes a priori, train each class from training examples, and 
choose one best matching class for each testing data. However, 
mutual-exclusion between classes is often not a realistic 
assumption because a single page can usually fall into several 
categories. Moreover, such predefined classes usually do not 
match users’ diverse and changing search targets. Researchers 
have realized these problems and proposed the classifications of 
user-interesting classes such as “call for papers,” “personal 
homepages,” etc. [3]. This approach involves binary classification 
techniques that distinguish Web pages of a desired class from all 
others.

Binary classifier is an essential component for Web mining 
because identifying Web pages of a particular class from the 
Internet is the first step of mining interesting data from the Web. 
A binary classifier is a basic component for building a type 
specific engine [4] or a multiclass classification system [5], [6]. 
When binary classifiers are considered independently in a 
multiclass classification system, an item may fall into none, one, 
or more than one class, which relaxes the mutual-exclusion 
assumption between classes [7]. 

However, traditional binary classifiers for text or Web pages 
require laborious preprocessing to collect positive and negative 
training examples. For instance, in order to construct a 
“homepage” classifier, one needs to collect a sample of 
homepages (positive training examples) and a sample of non-
homepages (negative training examples). Collecting negative 
training examples is especially delicate and arduous because 1) 
negative training examples must uniformly represent the universal 
set excluding the positive class (e.g., sample of a non-homepage 
should represent the Internet uniformly excluding the 
homepages), and 2) manually collected negative training 
examples could be biased because of human’s unintentional 
prejudice, which could be detrimental to classification accuracy. 
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 To eliminate the need for manually collecting negative training 
examples in the preprocessing, we have used a framework, called 
Positive Example Based Learning (PEBL) [8]. Using a sample of 
the universal set as unlabeled data, PEBL learns from a set of 
positive data as well as a collection of unlabeled data. A 
traditional learning framework learns from labeled data which 
contains manually classified, both positive and negative 
examples. Unlabeled data indicates random samples of the 
universal set for which the class of each sample is arbitrary and 
uncorrelated. For example, samples of homepages and non-
homepages are labeled data because we know the class of the 
samples from manual classification, whereas random sampling of 
the Internet provides unlabeled data because the classes of the 
samples are unknown. In many real-world learning problems 
including Web page classification, unlabeled and positive, data 
are widely available whereas acquiring a reasonable sampling of 
the negative is impossible or expensive because the negative data 
set is just the complement of the positive one, and, thus, its 
probability distribution can hardly be approximated [8], [9], [10]. 

Our goal is to achieve classification accuracy from positive and 
unlabeled data as high as that from fully labeled (positive and 
negative) data. Here, we assume that the unlabeled data is 
unbiased. There are two main challenges in this approach: 1) 
collecting unbiased unlabeled data from a universal set which can 
be the entire Internet or any logical or physical domain of Web 
pages, and 2) achieving classification accuracy from positive and 
unlabeled data as high as that from labeled data. To address the 
first issue, we assume it is sufficient to use random sampling to 
collect unbiased unlabeled data. Random sampling can be done in 
most databases, warehouses, and search engine databases (e.g., 
DMOZ) or it can be done independently directly from the 
Internet.

In this paper, we focus on the second challenge, achieving 
classification accuracy as high as that from labeled data. The 
PEBL framework applies an algorithm, called Mapping-
Convergence (M-C), which uses the SVM (Support Vector 
Machine) techniques [11]. In particular, it leverages the marginal 
property of SVMs to ensure that the classification accuracy from 
positive and unlabeled data will converge to that from labeled 
data. We present the details of the SVM properties in Section 4. 
Our experiment uses the universal set, the entire Internet. 
Experiment shows that the PEBL framework is able to achieve the 
classification accuracy as high as using a fully labeled data. 

The paper is organized as follows: Section 2 describes different 
web page classification approaches. Section 3 describes related 
work on PEBL. Section 4 reviews the marginal properties of 
SVMs. Section 5 presents the M-C algorithm and data flow 
during algorithm. Section 6 reports the result of a systematic 
experimental comparison.

2 WEB PAGES CLASSIFICATION 
APPROACHES:

Several attempts have been made to categorize the web pages 
with varying degree of success. The major classifications can be 
classified into the following broad categories. 

1. Manual classification by domain specific experts. 

2. Clustering approaches 
3. META tags (which server the purpose of document 

indexing)
4. A combination of document content and META tags 
5. Solely on document content 
6. Link and content analysis 
7. Structure based approach 

3 RELATED WORK 
H. Yu, J. Han, and K.C. Chang have proposed a PEBL framework 
and considered commonly used and clearly defined web-based 
features of web pages for classifying web page into user 
interesting classes such as “call for papers”, “personal home 
pages”. PEBL framework applies Mapping-Convergence 
algorithm[13] to achieve high classification accuracy. They have 
compared two different methods TSVM and PEBL. TSVM gave 
88.11 percentage P-R and PEBL gave 85.89 percentage P-R with 
seven number of iterations to converge.

4 SVM OVERVIEW: 

Figure 1: A linear SVM 

 A linear SVM is a hyper plane that separates a set of positive 
data from a set of negative data with maximum margin in the 
feature space. The margin (M) indicates the distance from the 
hyper plane (class boundary) to the nearest positive and negative 
data in the feature space. Fig. 1 shows an example of a simple 
two-dimensional problem that is linearly separable. Each feature 
corresponds to one dimension in the feature space. The distance 
from the hyperplane to a data point is determined by the strength 
of each feature of the data.

5 MAPPING-CONVERGENCE (M-C) 
ALGORITHM:

Figure 2: Monotone-disjunction learning for the algorithm �1
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Figure 3: Mapping-Convergence Algorithm (M-C) 

Figure 2. presents monotone disjunction algorithm which is 
mapping stage of M-C algorithm. M-C algorithm  presented in 
Figure 3. M-C runs in two stages: the mapping stage and 
convergence stage. In the mapping stage, the algorithm uses a 
weak classifier (e.g., a rule-based learner) that draws an initial 
approximation of “strong” negative data.  Based on the initial 
approximation, the convergence stage runs in iteration using a 
second base classifier (e.g., SVM) that maximizes margin to make 
progressively better approximation of negative data. Thus, the 
class boundary eventually converges to the true boundary of the 
positive class in the feature space. We present the conceptual data 
flow in M-C algorithm in Figure 4.

Figure 4. Data flow diagram of the mapping convergence (M-C) 
algorithm

6 RESULTS:

6.1 Data Sets and Experimental 
Methodology:

The universal set in our experiment is the Internet. To collect 
random samples of Internet pages, we used DMOZ1 which is a 
free open directory of the Web containing millions of Web pages. 

A random sampling of a search engine database such as DMOZ2

is sufficient to construct an unbiased sample of the Internet. We 
randomly selected 1,878 pages from DMOZ to collect unbiased 
unlabeled data. We also manually collected 337 personal 
homepages to classify the corresponding class. We used 180 
pages for training and the other 157 pages for testing. For testing 
negative data (for evaluating the classifier), we manually 
collected 291 non-homepages. (We collected negative data just 
for evaluating the classifier we construct. The PEBL does not 
require collecting negative data to construct classifier.)

We extracted features from different parts of a page —URL, title, 
headings, anchor-text, other text, Image. We have checked 
term“~” in URL, or a word “homepage” in title, “home” or “my” 
word in headings. Frequency of words “I’,”my” , ”myself” , 
”like” in other text has been calculated. The words like “About 
Me”,”photo galleary”,”personal interests” are compared with 
anchor text. The information in  <img> tag is used to get the size 
of the image. Generally a photo of a person in the web page is 
more important information about a personal home page class. By 
extracting image feature in the web page results are encouraging. 
In our experiment we omitted meta-tags feature because of 
contents of feature could not contribute in major sense to the web 
page classification . Thus by applying mapping-convergence  
algorithm[13] by taking into consideration the enhanced feature 
vector we achieved 98.00 percentage P-R for both TSVM and 
PEBL. As feature vector is more perfect, more number of strong 
negatives are extracted at first time. Likewise over the iterations 
negatives are extracted and boundary converged to true boundary 
at fifth iteration.  For SVM implementation, we used .NET 
version of LIBSVM.  We used Gaussian kernels because of its 
high accuracy. Both TSVM and M-C show better performance 
with Gaussian kernels.

  We report the result with precision-recall breakeven 
point (P-R), a standard measure for binary classification.  
Precision and recall are defined as:

Precision = # Of correct positive prediction

# of positive prediction

Recall =   # Of correct positive prediction

# of positive prediction    

The precision-recall breakeven point (P-R) is defined as the 
precision and recall value at which the two are equal. We 
calculated precision-recall breakeven point by averaging precision 
and recall value for each iteration [12]. 

6.2 Results Analysis: 
We compare two different methods: TSVM and  PEBL. (See 
Table 1 for the full names.). We first constructed an SVM from 
positive (POS) and unlabeled data (U) using PEBL. On the other 
hand, we manually classified the unlabeled data (U) to extract 
unbiased negatives from them, and then built a TSVM 
(Traditional SVM) trained from POS and those unbiased 
                                                                
2 http://www.dmoz.org 
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negatives.   We tested the same testing documents using those two 
methods. Table 1 shows the P-R (precision-recall breakeven 
points) of each method, and also the number of iterations to 
converge in the case of the PEBL. In most cases, PEBL without 
negative training data performs almost as well as TSVM with 
manually labeled training data. When we use PEBL without doing 
the manual classification, it gives 98.00 percent P-R. Figure 5 and 
6 show the details of convergence (of the induced negative 
training data and corresponding P-R) at each iteration in the 
experiment of the universal set, the Internet.  The number of 
induced negatives at the first iteration is around 599 (shown in the 
graph), and the P-R of the SVM trained from positive and those 
599 negatives is 0.67 (shown in the graph). At the second 
iteration, the number of induced negatives is around 1280, and the 
SVM trained from positive and those 1280 negatives gives 0.70 
P-R. Likewise, at the fifth iteration, the number of induced 
negatives is almost the same as the number of real unbiased 
negatives.

Table 1: 
Precision-Recall Breakeven Points (P-R) Showing 

Performance of PEBL (Positive Example-Based Framework) and 
TSVM (Traditional SVM Trained from Manually Labeled Data  

U Class TSVM PEBL 
Internet Personal 

Home Page 
98.00 98.00 (6) 

Figure 5. NEG convergence 
Comment:
At the last iteration number of induced negatives reached to the 
level of real unbiased negatives manually extracted from 
unlabelled data to train TSVM. This graph proved that PEBL 
framework without negative training data perform as well as 
TSVM with manually labeled negative data. 

Comment:
At the last iteration, when there were no negative values predicted 
by SVM, the P-R value is 0.79 which is  high. The SVM 
constructed by this iterative method gives 98.00 P-R after testing. 

This is same as, TSVM constructed from manually labeled 
negative data. 

7 CONCLUSION
The PEBL framework as a classifier that does not rely on negative 
labeled data, will be easily deployable, which makes it applicable 
in many practical applications like focused crawler, pattern 
recognition etc. 
Exploiting structural information in web page such as size and 
location of image can contribute to better accuracy. In our 
implementation, based on size of image some assumptions have 
been made. By applying face detection algorithm to captured 
images, more accuracy can be achieved. Also the information 
about location of links can be exploited.

Figure 6. P-R convergence 
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