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ABSTRACT 
In this paper, we present the framework for retrieving video based 
on the audio content of the video. We have done the extensive 
literature survey for the comparative study of various video 
retrieval algorithms. We also describe the proposed video 
retrieval algorithm, its performance analysis and browsing for 
multimedia digital libraries. The proposed goal based agent will 
index multimedia file so that the users should be able to search, 
access, examine and navigate among video as effectively as they 
can. 

Categories and Subject Descriptors 
I.2.M [Artificial Intelligence]: Miscellaneous.  

General Terms 
Algorithms, Performance, Design, Human Factors, 
Experimentation. 

Keywords 
Speech Processing, Audio Indexing, Video Databases. 

1 INTRODUCTION 
In recent decades, multimedia retrieval has attracted plenty of 
attention due to its data's rich content. Among media   types, 
video presents the most complex data, including a sequence of 
frames (or feature vectors), audio, motion, etc. With ever more 
heavy usage of video devices and advances in video processing 
technologies, the amount of video data has grown rapidly and 
enormously for various usages, such as advertising, news video 
broadcasting, personal video archive, medical video data, and so 
on. Interestingly, the popularity of WWW enables enormous 
video data to be published and shared. Web search engines 
provide users convenient ways for indexing videos of their 
interests. Due to the high complexity of video data, retrieving the 
similar video content with respect to a user's query from a large 
database requires: (a) effective and compact video 
representations, (b) efficient similarity measurement, and (c) 
efficient indexing on the compact representations. This gives rise 
to the problem of combining various streams of information 

coherently for various tasks like search, organization for better 
browsing, which is quite challenging as there is a large amount of 
data exits on the web which contain audio, visual and text 
information together.  

There are various methodologies exists today to retrieve the 
multimedia document based on various features like image search 
and text search which are the most common feature that are used 
for searching. 

This paper is organized as follows: 

In second section, we describe the related work. The third section 
deals with proposed algorithm. Section four describes the 
proposed method. Fifth section presents the experiment results. 
Finally we conclude in section six.  

2 RELATED WORK 
A huge amount of literature exists on combing visual and the text 
steam together for the task of video understanding and search. 
Tamara Berg et al [8 ] show how to construct a face dataset from 
a collection of automatically gathered news video/image and 
captions. The general task of attaching keywords to images itself 
has received considerable attention in [12, 13, 15]. These methods 
use variations of multiple instances learning which is a way to 
build classifiers from bags of labeled examples. Belongie et al [9] 
demonstrate examples of joint image-keyword searches. Barnard 
and Johnson [7] show one can disambiguate the scenses of 
annotating words using the images. The central theme of all these 
works is that text and images contain complimentary information 
and one can combine them together to solve problems which are 
otherwise hard to solve by themselves. In the domain of video, 
Aranjelovic and Zisserman [6], show how to do automatic face 
recognition in feature length films. Their system allows one to 
search for all occurrences of frontal faces in the movie given a 
small set of query images. Extending the detection to profile and 
three-quarter views, K.Mikolajczyk et al [14] give a temporal 
approach to reliably detect frontal and profile faces in a video. 
They use zero order dynamic model for appearance variation and 
use condensation filter to accumulate probabilities of face 
detection over time. The Condensation algorithm (Conditional 
Density Propagation) proposed by Izard and Blake [11] allows 
quite general representations of probability and the use of non-
linear motion models more complex than those commonly used in 
Kalman Filters. Mark Everingham et al [10] show how to 
automatically name the faces in the video using the transcripts.  

In the speech recognition community a number of researchers 
have examined a variety of ways to handle quickly transcribed 
data. Anand et al [28], describes an efficient repair procedure for 
quickly taken down transcripts. The focus  was to compute word 
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level alignments of audio segments which can then be used as 
training data. The step however required manual alignment of the 
audio files to a set of transcripts which can be time consuming. 
The proposed method does not require this step. Yet another way 
to compute alignments between the text and the video would be to 
run a speech recognizer to obtain the speech which can then be 
used to align it with the transcript. However conventional ASR 
for large vocabulary is slow.  

In Text Based Retrieval, user inputs the text of the image 
documents which are generally saved as a property of the video 
like video name, video date, owner, etc. In this retrieval, it is very 
much likely that the user must give the exact name of the video 
for which he is looking for. Results obtained from this are 
unsatisfactory. It is likely that if user wanted to search the video 
of computer may get the building of the company manufacturing 
the computers.  Our Proposed method overcomes the problem of 
having knowledge of video property feature. 

The Image Based Retrieval method requires sample image that 
user wants to search in the video or multimedia data. Here the 
video is divided in number of frames and then image comparison 
is performed. Problem with this method is user requires the image 
of the object he is looking in the video or database. Our method 
compares the audio content of the video, making easier for the 
users who do not have the image with them for the comparison. 

Normally video or multimedia files on disk occupy high memory 
space which is the requirement of the above methods. User using 
generalized methods may not able to locate part of the video 
where his information is available. As the user is interested in his 
information and may not want to look only at the image or the 
whole movie. We present the novel approach to overcome this 
problem. In proposed system user will able to look at exact 
information from the video i.e. at what time or track given 
information exists in the multimedia file. It is also possible to 
search from the digital, multimedia databases rather then only 
from one video and present the user required information. 
Proposed method also reduces the working memory space 
requirement comparing to above traditional methods 

3 ALGORITHMS 
 

The following algorithms are used in the proposed method. 

3.1  HMM 
Every video or multimedia file contains the audio part. This audio 
can be processed and converted into text.  

Audio Extraction: 

Hidden Markov Model algorithm is used to recognition of the 
speech from the audio content of the video. 

Following recognition formula determines the more likely 
sequence W*. 

Where yt  is the acoustic observation depending on current state st. 

W* should be found by trying all the possible sequence of the 
states and words. An exhaustive search is unfeasible for any 
realistic recognition problem. The computation cost is drastically 
reduced by resorting Viterbi-like algorithms.  

Feature extraction of the HMM is performed by filtering the 
speech signal with the first order FIR filter whose transfer 
function in the z-domain is 

H (z) = 1-a.z-1     0 ≤ a ≤ 1 

A typical value of a is 0.95, which gives rise to a more than 20 dB 
amplification of the high frequency spectrum. 

To extract sufficient statistics Y are from the speech samples X by 
simply applying the function Y=g(X). This is done using finding 
the DFT, the derivatives of the energy of the speech signals with 
the help of filter banks. 

Spectral analysis reveals those speech signal features which are 
mainly due to shape of the vocal tract. Spectral features of the 
vocal tract are generally obtained as the exit of the filter banks, 
which properly integrate a spectrum at defined frequency range. 
A set of 24 band-pass filters is used as it simulates human ear 
processing. A computationally in-expansive method is to 
implement the filtering directly in the DFT domain. 

The training HMM aims to maximize the likelihood function of 
the observation sequence P(YT| ) in a given HMM. First we 
initialize the model parameters with random values. Re-estimation 
of the model parameter is performed on the initial values and 
training observation sequence.  This is repeated till  P(YT| ) does 
not experience any improvements. 

The speech utterance YT = (y1, y2, …, yT) where yt is the YT 
belongs to a process produced by a further underlying stochastic 
process characterized by a finite number N of states. States are 
not known. The probability of the utterance YT is  

                 

           
Where bs(yt) denotes the probability that yt is produced when the 
state is st at time t. A is the set of Input. B is the set of output. The 
recognition process can be performed by determining the 
parameter set = (∏, A, B) such that above the probability of Yt 
is maximized.  

3.2 Filter 
for I=1 to all words in index file do following 

If WordI = IndexWordI then delete wordI from the Index file. 

3.3 Formation and updating of video 
database index. 

for I=1 to all words in index file do following 

Locate the location L of WordI. in the file. 

Insert the WordI at Location L  in the Database Index file with 
meta data information of the WordI. 
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3.4 Meta data retrieval from the video 
database index algorithm. 

Using binary search locate the word user is searching in video 
data base index file. 

If word is found extract related Meta data information. 

Now apply the linear search and locate all the video where the 
word appears and extract related Meta data information of the 
same. 

3.5 Time alignment algorithm. 
Time alignment is done using following formula. 

Pf = Pi + Pt 

Pf is forwarding time of video track. 

Pi is initial video track time generally 0. 

Pt is the time where the retrieved word appears in the video 
obtained from the index file. 

4 PROPOSED METHOD 
Architecture of the proposed goal based intelligent system: 

 

 
 

Figure 1. Architecture of proposed goal based intelligent 
system  

4.1 Off-line process 
HMM coverts the given video from video database to text. 
Additional information of the spoken word (time and name of 
video) is extracted and stored in text format which is then filtered. 
Video database index is updated with this text information.  

Aim: To retrieve video from multimedia database. 

Input: Video from video database. 

Step 1. Store the video in the video database. 

Step 2. Select the video required to be indexed. 

Step 3. Audio from video is extracted and converted to using the 
HMM. Also record additional information like when the word is 
spoken. 

Step 4. Filter the text generated from step 3. 

Step 5. Filtered output is indexed and stored in the video database 
index. 

4.2 On-line process 
Input the text (audio word from video) which is to be searched in 
video database index file. Retrieve the mete data available in the 
video database index file and with the help of this locate the video 
from the video database and perform the time alignment and 
display the results and play the video based on user selection 
time. 

Input: Text (This text is related to the audio of video) 

Step 1. Search the text from video database index. 

Step 2. Retrieve the metadata about video i.e. time, video name 
etc. 

Step 3. With the help of this metadata information pickup video 
from the video database. 

Step 4. Perform the time alignment of video. 

Step 5. Play the video from starting time or from the spoken word 
(text) from the video. 

User will be able to navigate through these files by above 
information and only the files which are selected by the user will 
have to be brought to the user instead of the whole database. This 
improves searching as we are searching only in the index file 
instead of whole database compared to other methods discussed 
above. This helps user in getting quick the improved and required 
result. 

5 EXPERIMENT RESULTS 
The proposed algorithms are implemented and tested in VB using 
the oracle as backend. The preliminary results are encouraging 
when tested on various topics of video data with run time of 
around 300 hours of video. The performance is shown below as a 
graph in figure 2. 

 
 Figure 2. Performance of proposed system  
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Performance is measured based on the retrieved word and the 
total number of words in the database using following parameter. 

Recall refers to the words relevant retrieved words and total 
numbers of words in database. 

Precision refers to number of relevant and retrieved words and 
total number of retrieved words. 

Recall =     No. of words retrieved and relevant 

                 Total no. of relevant words in database 

Precision =    No. of words retrieved and relevant 

                         Total no. of retrieved words 

 

6 CONCLUSION 
The proposed method may work as an addition improvement to 
present video search methods to locate required video content 
from the web with user satisfactory results. We have presented 
novel method of indexing and retrieval of video/multimedia 
databases. Proposed method improves the present search, index 
and retrieval of video database. Initial experimental results are 
very much encouraging and can further improved with the 
combination of video summarization and automatic annotation of 
video/multimedia data. 
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8 APPENDIX 
The results are shown as below.   
Search for the text. In the figur-3  the text is microsoft. The 
following video files containing microsoft are displayed. 

  
Figure 3. Search result  

Select video file from menu and play it is shown in figure-4  

 
Figure 4. User selection play option for viewing video 

 
 

 


