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ABSTRACT 
This research aims at developing “Humanoid Robots” that can 
carry out intellectual conversation with human beings. The first 
step in this direction is to recognize human emotions by a 
computer using neural network. In this paper all six universally 
recognized basic emotions namely angry, disgust, fear, happy, sad 
and surprise along with neutral one are recognized. Various 
feature extraction techniques such as Discrete Cosine Transform 
(DCT), Fast Fourier Transform (FFT), Singular Value 
Decomposition (SVD) are used to extract the useful features for 
emotion recognition from facial expressions. Principle 
Component Analysis (PCA) is used for emotion recognition using 
the extracted facial features and the performance of various 
feature extraction technique is compared. Authors achieved 100% 
recognition accuracy on training and test dataset. 

Keywords: Discrete Cosine Transform (DCT), Fast Fourier 
Transform (FFT), Singular Value Decomposition (SVD), 
Principle Component Analysis (PCA), Machine Intelligence.  

1. INTRODUCTION  
 It is highly expected that computers and robots will be used more 
for betterment of our daily life. Information – Computerized 
Society expect a harmonious interaction or heart to heart 
communication between computers and / or robots and human 
beings. For its realization it seems to be necessary that computers 
and robots will be implemented with artificial mind that enables 
them to communicate with human beings through exchanging not 
only logical information but also emotional one. The first step to 
realize humanoid robot is to recognize human emotions. 
Mehrabian [1] indicates that the verbal part (i.e. spoken words) of 
a message contributes only for a 7% of the effect of the message, 
the vocal part (i.e. voice information) contributes for 38% while 
facial expressions of the speaker contributes for 55% of the effect 
of the spoken message. Hence in order to develop “Active Human 
Interface” that realizes heart to heart communication between 
intelligent machine and human beings we are implementing 

machine recognition of human emotions from facial expressions.  

 Affective computing addresses issues relating to emotion in 
computing and has been pioneered by the work of Picard at MIT 
[2]. Picard describes how “Affective interaction can have 
maximum impact when emotion recognition is available to both 
man and machine” and goes on to say if one party can not 
recognize or understand emotion then interaction is impaired [3]. 
The problem of recognizing facial expressions had attracted the 
attention of computer- vision community [4-11]. Bassili [12] 
suggested that motion in the image of the face would allow 
emotions to be identified even with minimal information about 
the spatial arrangement of features.  

 FACS is developed by Ekman and Frison [18] using action 
potentials for emotion recognition.  Essa and Petland [13] and 
Essa [14] proposed FACS+ model extending Facial Action 
Coding System (FACS) model to allow combine spatial and 
temporal modeling of facial expressions. Optical flow 
computations for recognizing and analyzing facial expressions are 
used by [5, 7, 9, 11 and 15 to 28]. Anthropometric facial points 
are used for feature extraction to recognize emotions [9, 11 and 
29].  

This paper provides the simplest approach of using DCT, FFT and 
SVD for extraction of facial features and their performance 
comparison with optimally designed PCA. 

2. FACIAL EXPRESSION DATABASE  
Facial expression database in six universally recognized basic 
emotions and neutral one is collected from Japanese female 
database. Ten expressers posed 3 to 4 examples of each of the six 
emotions along with neutral one for a total of 219 images of facial 
expressions. This data was prepared when expresser look into the 
semi reflective plastic sheet towards camera. Hairs were tied 
away o expose all expressive zones of the face. Tungsten lights 
were positioned to create even illumination on the face. The box 
enclosed the region between camera and plastic sheet to reduce 
back reflections. The images were printed in monochrome and 
digitized using flatbed scanner. Sample images are shown in 
figure 1. Total 210 images are selected for our experiment.  
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YM.SA2.56              YM.HA2.53           YM.SU3.60 

 
            YM.FE4.70              YM.DI3.66            YM.AN2.62 

Figure 1. Images of Japanese females in various emotions. 

3. COMPUTER SIMULATION   
EXPERIMENT  

3.1 Feature Extraction Using DCT 
The authors have developed a program in MATLAB to obtain 
DCT and statistical parameters namely energy, entropy, variance, 
standard deviation, contrast, homogeneity and correlation of an 
image. An optimal feature vector is obtained containing the 
features extracted by DCT and physical parameters of each 
image. Thus dataset for all 210 images is prepared to feed to 
Neural Network for emotion recognition. 

3.2 Feature Extraction Using FFT 
 A program in MATLAB is developed to obtain FFT and 
statistical parameters namely energy, entropy, variance, standard 
deviation, contrast, homogeneity and correlation of an image. An 
optimal feature vector is obtained containing the features 
extracted by FFT and statistical parameters of each image. Thus 
dataset for all 210 images is prepared to feed to Neural Network 
for emotion recognition. 

3.3 Feature Extraction Using SVD 
     Similarly a program in MATLAB is developed to obtain SVD 
and statistical parameters namely energy, entropy, variance, 
standard deviation, contrast, homogeneity and correlation of an 
image. An optimal feature vector is obtained containing the 
features extracted by SVD and statistical parameters of each 
image. Thus dataset for all 210 images is prepared to feed to 
Neural Network for emotion recognition. 

4 PRINCIPAL COMPONENT ANALYSIS 
(PCA) 
     Principal component analysis networks (PCAs) combine 
unsupervised and supervised learning in the same topology. 
Principal component analysis is an unsupervised linear procedure 
that finds a set of uncorrelated features, principal components, 
from the input. A MLP is used to perform the nonlinear 
classification from these components. This panel allows you to 
select the number of principal components to extract from the 

input, the type of PCA to perform, and the number of hidden 
layers in the MLP. 

PCA is a data reduction method, which condenses the input data 
down to a few principal components. As with any data reduction 
method, there is the possibility of losing important input 
information. The number of principal components selected will be 
a compromise between training efficiency (few PCA components) 
and accurate results (a large number of PCA components). It is 
not possible to provide a general formula for selecting an 
appropriate number of principal components for a given 
application. 

Both learning rule choices are normalized implementations of the 
Hebbian learning rule. Straight Hebbian learning must be utilized 
with care, since it may become unstable if the inputs are not 
properly normalized. For this reason, it is not given as an option 
within this panel. The two more robust choices are Oja’s and 
Sanger’s implementations of the Hebbian principle. Between the 
two, Sanger’s is preferred for PCA because it naturally orders the 
PCA components by magnitude. 

5 PCA FOR EMOTION RECOGNITION 
     The generalized procedure for emotion recognition from facial 
expressions using different feature extraction techniques is shown 
in figure 2. We have used DCT, FFT and SVD for feature 
extractions and PCA for emotion recognition.  

 

Figure 2.  Procedure for Emotion Recognition. 

 i) Human Emotion Recognition Using DCT 
The randomized data is fed to the PCA neural network and is 
trained for different hidden layers. It is observed that PCA with 
single hidden layer gives better performance. The number of 
Processing Elements (PEs) in the hidden layer is varied. The 
network is trained for 20 principal components (PC) and average 
minimum MSE on CV data is obtained when 19 PEs are used in 
hidden layer as indicated in figure 3. Rigorous experimentation is 
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done by varying number of exemplars for training and cross 
validation data using 10 PEs in hidden layer. The network is again 
trained three times. Average Minimum MSE on Trained and CV 
data set along with average classification accuracy is calculated 
and is shown in figure 4 & 5. It is observed that best results 
obtained when 15% exemplars are used for cross validation (CV) 
data and 85% for training. 
With 15% CV and 85% train data various transfer functions are 
used for training the network and average minimum MSE on 
training and CV data is measured (Figure 6). Average 
classification accuracy for different transfer function is plotted in 
figure 7. It is observed that tanh is most suitable transfer function. 
Using tanh transfer function the PCA neural network is trained 
using learning rules namely Sangers full, Ojas full, Momentum, 
Conjugate-Gradient (CG), Quick Propagation (QP), Delta Bar 
Delta (DBD). Minimum MSE on training and CV data set is 
measured and is indicated in figure 8. Finally network is tested on 
training and testing dataset (figure 9). It is observed that Sangers 
full and momentum are most suitable learning rules for our neural 
network.  

From above experimentation selected parameters for PCA neural 
network are given below. 
PCA NN (71-19-7), Number of epochs = 5100 
Unsupervised learning control epochs = 100 
Supervised learning control epochs  = 5000 
Number of principal components  = 20 
Exemplars for cross validation   = 15% 
Exemplars for training     = 85% 
Termination is at 500 epochs without improvement. 

 
Layers of  

PCA 
Transfer 
Function 

Learning  
Rule 

Step 
size 

Momentum

Input layer Tanh Sangers full - - 
HL#1 Tanh Momentum 0.1 0.7 

Output layer Tanh Momentum 0.01 0.7 

Time elapsed per epochs per exemplar = 0.0129 mSec. 
Number of free parameters (P) of PCA = 1508 
Number of exemplars in training dataset (N) = 178  
(N/P) ratio = 0.118. 
Finally designed PCA is tested on training and CV dataset and 
results are shown in table 5 to 8.  

 
Figure 3 Graph showing variation of average minimum MSE 

on Training and CV dataset with number of processing 
elements in the hidden layer. 

 
Figure 4. Graph showing variation of average minimum MSE 

on Training and CV dataset with % of CV data. 

 
Figure 5. Graph showing variation of % average classification 

accuracy with % of CV data. 

 
Figure 6: Graph showing variation of average minimum MSE 

on Training and CV dataset with Transfer function. 

 
Figure 7: Graph showing variation of % average classification 

accuracy with Transfer function. 
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Figure 8: Graph showing variation of average minimum MSE 

on Training and CV dataset with Learning rule. 

 
Figure 9: Graph showing variation of % average classification 

accuracy with learning rule. 

Table 1. Confusion Matrix for training data set using PCA 
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Angry 24 0 0 0 0 0 0 
Disgust 0 22 1 0 0 0 0 
Fear 1 1 25 0 0 0 0 
Happy 0 0 0 29 0 1 1 
Neutral 0 0 0 0 27 0 1 
Sad 0 0 0 0 0 18 1 
Surprise 0 0 1 0 0 0 25 

Table 2. Performance parameters for training data sheet 
using PCA 
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MSE 0.01 
199 

0.02 
391 

0.03 
102 

0.01 
305 

0.01 
842 

0.02 
238 

0.02 
372 

% 
Correct 96 95.65 92.59 100 100 94.74 89.29
The overall accurate recognition of emotion is = 95.47% 

  

 
Table 3. Performance parameters for training data sheet 

using PCA 
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Angry 5 0 0 0 0 0 0 
Disgust 0 7 0 0 0 0 0 
Fear 0 0 3 0 0 0 0 
Happy 0 0 0 1 0 0 0 
Neutral 0 0 0 0 3 0 0 
Sad 0 0 0 0 0 11 0 
Surprise 0 0 0 0 0 0 2 

 

Table 4Confusion Matrix for test data set using PCA 
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MSE 0.00 
454 

0.00 
863 

0.01 
924 

0.00 
553 

0.01 
376 

0.01 
731 

0.00 
372 

% 
Correct 100 100 100 100 100 100 100 

The overall accurate recognition of emotion is = 100% 
 

ii) Human Emotion Recognition Using FFT 
The randomized data is fed to the PCA neural network and is 
trained for different hidden layers. It is observed that PCA with 
three hidden layer gives better performance. The number of 
Processing Elements (PEs) in the hidden layer is varied. The 
network is trained for 20 principal components (PC) and average 
minimum MSE on CV data is obtained when 71 PEs are used in 
all three hidden layers HL1, HL2 & HL3. Rigorous 
experimentation is done by varying number of exemplars for 
training and cross validation data using 71 PEs in all three hidden 
layers. The network is again trained three times. Average 
Minimum MSE on Trained and CV data set along with average 
classification accuracy is calculated and is shown in figure 10 & 
11. It is observed that best results obtained when 10% exemplars 
are used for cross validation (CV) data and 90% for training. 
With 10% CV and 90% train data various transfer functions are 
used for training the network and average minimum MSE on 
training and CV data is measured (Figure 12). Average 
classification accuracy for different transfer function is plotted in 
figure 13. It is observed that tanh is most suitable transfer 
function. Using tanh transfer function the PCA neural network is 
trained using learning rules namely Sangers full, Ojas full, 
Momentum, Conjugate-Gradient (CG), Quick Propagation (QP), 
Delta Bar Delta (DBD). Minimum MSE on training and CV data 
set is measured and is indicated in figure 14. Finally network is 
tested on training and testing dataset (figure 15). It is observed 
that Sangers full and Delta Bar Delta are most suitable learning 
rules for our neural network. 
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From above experimentation selected parameters for PCA neural 
network are given below. 
 
PCA NN (71-71-71-71-7), Number of epochs  = 5100 
Unsupervised learning control epochs  = 100 
Supervised learning control epochs  = 5000 
Number of principal components  = 20 
Exemplars for cross validation   = 10% 
Exemplars for training     = 90% 
Termination is at 500 epochs without improvement. 

Layers of 
PCA 

Transfer 
Function 

Learning Rule Step 
size 

Momentum

Input Layer Tanh Sangers full - - 
HL#1 Tanh Delta Bar Delta 0.5 0.7 
HL#2 Tanh Delta Bar Delta 0.09 0.7 
HL#3 Tanh Delta Bar Delta 0.05 0.7 

Output layer Tanh Delta Bar Delta 0.005 0.7 

Time elapsed per epochs per exemplar = 0.2191 m.Sec. Number 
of free parameters (P) of PCA =  15840 
Number of exemplars in training dataset (N) = 189 
(N/P) ratio = 0.0119 
Finally designed PCA is tested on training and CV dataset and 
results are shown in table 5 to 8.  

 
 Figure 10: Graph showing variation of average minimum 

MSE on Training and CV dataset with % of CV data. 

 

Figure 11: Graph showing variation of % average 
classification accuracy with % of CV data. 

 
Figure 12: Graph showing variation of average minimum 
MSE on Training and CV dataset with Transfer function. 

 

 
Figure 13: Graph showing variation of % average 

classification accuracy with Transfer function. 
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Figure 14: Graph showing variation of average minimum 
MSE on Training and CV dataset with Learning rule. 

 
Figure 15: Graph showing variation of % average 

classification accuracy with learning rule. 
 

Table 5. Confusion Matrix for training data set using PCA 
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Angry 29 0 0 0 0 0 0 
Disgust 0 27 0 0 0 0 0 
Fear 0 0 28 0 0 0 0 
Happy 0 0 0 25 0 0 0 
Neutral 0 0 0 0 25 0 0 
Sad 0 0 0 0 0 27 0 
Surprise 0 0 0 0 0 0 28 

Table 6. Performance parameters for training data sheet 
using PCA 
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MSE 0.00 
111 

0.00 
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0.00 
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0.00 
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0.00 
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0.00 
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% 
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The overall accurate recognition of emotion is = 100% 

Table 7 Performance parameters for training data sheet using 
PCA 
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Angry 1 0 0 0 0 0 0 
Disgust 0 3 1 0 0 0 0 
Fear 0 0 1 0 0 0 0 
Happy 0 0 0 5 0 0 0 
Neutral 0 0 0 0 5 1 0 

Sad 0 0 0 0 0 2 0 
Surprise 0 0 0 0 0 0 2 

 
Table 8. Confusion Matrix for test data set using PCA 
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MSE 0.01 
481 

0.05 
434 

0.05 
718 

0.05 
776 

0.04 
910 

0.06 
015 

0.07 
484 

% 
Correct 100 100 50 100 100 66.67 100 

The overall accurate recognition of emotion is = 88.10% 

5. RESULT 
In this paper, the authors evaluated the performance of the two 
Feature Extraction Techniques namely DCT & FFT and compare 
there performance for the design of PCA to recognize human 
emotions.         

Table 1 to 4 show emotion recognition results on training and 
testing data set for optimally designed PCA when DCT is used. 
The accuracy of recognition is 95.47% on train dataset and 100% 
on test dataset for all the emotions namely angry, disgust, fear, 
happy, neutral, sad and surprise. 

Table 5 to 8 show emotion recognition results on training and 
testing data set for optimally designed MLP when FFT is used. 
The accuracy of recognition is 100% on train dataset and 88.10% 
on test dataset for all the emotions namely angry, disgust, fear, 
happy, neutral, sad and surprise.                     

6. CONCLUSION 
     The performance comparison for the various extraction 
methods is given below.  

Average 
Minimum 

MSE 

% Average 
Classificatio
n Accuracy 

Neural 
Networ

k 
Model Train CV Train CV 

Time 
elapsed 

per epoch 
per 

exemplar

N/P

DCT 0.0087 0.0803 95.47 100 0.0129mSec. 0.118
FFT 0.0057 0.0848 100 88.10 0.2191mSec. 0.0119

     
When we compare the average minimum MSE on train data for 
PCA network, when DCT & FFT are used for human emotion 
recognition, it is observed that the value is lower for FFT and 
obtained more classification accuracy than DCT. For CV data 
(unknown exemplars) average minimum MSE is lower for DCT 
and authors obtained higher human emotion recognition 
classification accuracy. 

 When we compare the time elapsed per epoch per exemplar for 
the PCA neural network, it is lower when DCT is used for 
emotion recognition. It indicates that PCA neural network is quite 
faster in training when DCT is used. Ratio of number of 
exemplars in training the dataset (N) to the number of free 
parameters (P) of PCA, network is quite low for FFT. This shows 
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that the design of PCA neural network when FFT is used for 
human emotion recognition, is quite simple and easy for 
synthesis. From the comparative study authors recommend DCT 
for human emotion recognition for PCA neural network.  
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