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ABSTRACT 
The paper describes the process of character recognition using the 
Multi Class SVM classifier combined with a neural Network 
approach. The character recognition techniques or the OCRs are 
either a printed document recognition or the handwritten character 
recognition. SVM (Support Vector Machine) classifiers often 
have superior recognition rates in comparison to other 
classification methods. In this paper, a cooperation of combining 
SVM classifiers with Neural Network for handwritten digit 
recognition, using morphological feature set is proposed. An 
approach is proposed over here which can be used to detect and 
recognize both the categories of the characters. The 
morphological features or the shape structures would be extracted 
from the image and would be given as the training vector of the 
SVM classifier. The SVM classifier would classify the structures 
and generate the hyper-plane. Furthermore any given character 
would be recognized by first generating a Neural network 
containing all the support vectors from a class and then 
recognizing the character using the neural network technique. 
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1 INTRODUCTION 

1.1 Brief review of Support Vector   
Machines 

SVM is a binary classifier. The proposed adaptive hierarchical 
multi-class SVM classification scheme is a binary SVM tree. We 
describe how to build the adaptive hierarchical multi-class SVM 
classifier (SVM tree) in the training stage and illustrate how to 
use the SVM tree to classify new input patterns during the test 
phase. The core desired solution of SVM is to find optimal hyper 
plane between two classes with the symbols  � �1, 1y� �  and iy  

is label of the  ith   training instance   n
ix R�                                   

without distinction, we will refer  xi     as instances, points ,        

examples, or vectors. So given a training set of instance-label 
plain( xi,yi ) , the standard SVM require the solution of the 
following Quadratic Programming (QP) optimization problem 
which can separate two different classes 
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Here instance xi are mapped into a higher dimensional space by 
the function (phi). Then SVM finds a linear discrimination hyper 
plane with the maximal margin in this higher dimensional space. 

0C �  is the penalty parameter to control trade-off between error 
�  and margin. Furthermore,  

� � � � � �,i j i jK x x x x	 	
 �  is called the kernel function. The 

normal coefficient of optimal discrimination hyper plane w* is 
described as following formula: 
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The final classification function is 
label(x)=sgn[<w*,x > + b* ]                                   (3) 
 
Here b* is scalar, which can be calculated according to b* = yi - 
W* xi 

1.2 Learning Algorithm 
Boosting was introduced as a method for boosting the 
performance of a weak learning algorithm. In boosting, each 
individual learner is trained using the training instances chose K 
according to the instance's probability distribution that is updated 
in proportional to the erromess of the instance. The idea of 
learning  algorithm of different SVM-classifier in this paper is 
similar to that of boosting. For training the (i+1)th SVM classifier 
Ki, , we build a set of training instances  

� � � � � �� �1 1 1 1 1 1 1, , ,i i i i i i
i i iS x y x y S K x y�
 � �  

 A set is obtained by selecting the instances that are estimated 
incorrectly by SVM classifier Ki among data set si  . This implies 
that the instances which are bard to classify are selected more 

 
Permission to make digital or hard copies of all or part of this work for 
personal or classroom use is granted without fee provided that copies are 
not made or distributed for profit or commercial advantage and that 
copies bear this notice and the full citation on the first page. To copy 
otherwise, or republish, to post on servers or to redistribute to lists, 
requires prior specific permission and/or a fee.  
 
© Copyright 2008 Research Publications, Chikhli, India  
 



International Journal Of Computer Science And Applications Vol. 1, No. 3, December 2008  
ISSN 0974-1003  

 

206 

frequently, these instances will be used to train next SVM 
classifier. Discrimination hypothesis is biased to classify the  
examples which are most difficult to classify by the preceding 
hypotheses. This learning procedure repeats until all training 
instances can be classified correctly by classifier or a 
premeditated criterion is satisfied. Figure 1 gives the pseudo code 
of learning procedure of individual classifier. 
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Figure 1. Learning Algorithm Of Individual SVM-Classifier. 
The training for the hierarchical SVM-tree classifier starts from 
the whole dataset. We recursively partition the current dataset into 
two non-overlapping data subsets. These two subsets are used as 
positive and negative samples to train an SVM classifier. The 
resulting SVM classifier is the current node classifier of the final 
SVM tree classifier. Since each classifier divides the data into two 
sets, [N – 1] such classifiers are needed to solve a N-class 
classification problem. One issue for the training algorithm of the 
SVM tree classifier is how to divide the classes into two separate 
subsets. The optimal partition is the one that the gap between 
these two subsets after partition is the largest. But in order to find 
the largest gap of the optimal partition, C2 n comparisons are 
needed. To alleviate the heavy computation cost of direction 
comparison method, we view the division of the class sets into 
two subsets as a clustering problem. We wish to group the classes 
into two non-overlapping subsets. We represent each class by its 

corresponding mean vector 1

i k

k i
k x C

x
n

�
�


 � , where nk is the 

number of samples in class Ck and Xi is the data vector. Then we 
cluster the � �1,...,kN S k n� 
  into two algorithm (k = 2). 

 
Figure 2. (a)  Adaptive training of multi-class SVM classifier.  
(b) SVM tree. 

1.3 Testing 
The training algorithm described previously yields a binary SVM 
tree classifier. The SVM tree is very similar to the decision tree 
classifier. In proposed algorithm, we will replace this tree with 

neural network node. The only difference from the decision tree is 
that the decision function for the node is a SVM classifier. 
Therefore, the classification of new pattern is carried out in a top-
to-bottom manner. The test pattern start from the root nodes. At 
every node, based on the classification result of the current node 
SVM (positive/negative), the test pattern is passed to the left/right 
branch of the tree. The final classification decision of the test 
pattern is given by the classification result of the final leaf node 
SVM classifier. The smallest computation of classifying the test 
pattern is just one SVM evaluation when we can make the 
decision at the top node. The worst case is [N – 1] SVM 
evaluations when we have to traverse all [N – 1] SVM nodes 
classifiers before we get the classification decision. The test phase 
for one pattern by one-against-one, one-against-rest and 
DAGSVM approaches require N(N - 1)=2, N and [N – 1] SVM 
evaluations respectively. Compared with those approaches, the 
proposed SVM ANN classifier is more efficient in the test phase. 
The efficiency gained in testing phase is very important for many 
practical applications since the classification stage in many 
practical applications are required to be online and requires fast 
response, while training can be done offline. 

2 RELATED WORK 
SVM [ l ] is a new approach of pattern recognition based on 
Structural Risk Minimization which is suitable to deal with 
magnitude features problems with a given finite amount of 
training data. SVM has been successfully exploited to a number 
of applications ranging from handwritten digit recognition, face 
identification, text categorization, bioinformatics to database 
marketing [ 2 ]. In spite of the already quite large body of work 
done in the domain of SVM, being a very active approach, there 
exist still a number of open questions that should be deliberated 
by future research. One of the most important ones seems to be 
improving the performance of SVMs for more satisfactory results. 
Prior knowledge about invariance is included for recognizing the 
handwritten digit in a principled way via the virtual SV 
mechanism of the feature space by Scholkopf et al DeCoste & 
Burl [6] expand a training set by applying various transformations 
inside the kernel function earlier. Moreover, constructing good 
ensembles of SVM classifiers has attracted more attention based 
on the premise that ensembles are oilen much more accurate than 
the individual classifiers that make them up. V.Vapnik [7] 
suggested the idea of the SVM ensemble and used the boosting 
technique to train each individual SVM and took another SVM for 
combining several SVMs. Hyun-Chul Kim et al [8] proposed 
to main different SVM by manipulating the training set (in 
methods of bootstrapping [IO] or boosting [ll]. In the SVM 
ensemble, the trained individual SVMs are aggregated to make a 
collective decision in several ways such as the majority voting, 
least-squares estimation-based weighting, and the double-layer 
hierarchical combining. 

3 METHODOLOGY  
Any character is a binary image, specifically recognized by the 
shapes of the images. The shape can be considered as the zernieke 
moments or the edges. In any document there could be optical 
noises present along with the documents. Specially in the 
handwritten documents the character shapes may not be unique 
always. Hence a preprocessing is mandatory. We will first apply a 
erosion with 3x3 structuring element which will eliminate the one 
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bit errors and give a smooth edge. Then the characters are dilated  
with 2x2 element. The mean and the standard deviation will be 
extracted from the image and will be considered as the training 
vectors. We have considered 4 classes of  3,4,5,6 images. 10 
images written in different formats are considered. W.r.t. each 
class all the vectors will be extracted. Now a SVM plane will be 
generated. This plane will provide clear boundaries for each 
plane.  Now a neural network with 4 nodes would be generated 
instead of all the 40 points generated from all the vectors. A 
training image will be given as input and will be estimated using 
the neural network. The convolutional neural network (CNN) 
architecture proposed by LeCun , treats the feature extractor and 
the classification component identically. The feature extraction 
filters are implemented as a hidden layer with shared weights that 
are optimized together with the weights of the classification 
component so that the total classification error is minimized. 
Since the optimization is based on a gradient-based minimization 
procedure, the resulting feature extraction filters can have 
arbitrary continuous coefficients, not like the binary rectangular 
filters used in [8]. Neural networks trained with the usual mean-
squared-error (or cross-entropy) minimization target function are 
prone to over fitting to the training data and may perform poorly 
on independent data, The support vector machine (SVM) 
classifier is optimizing an error function that minimizes the 
misclassifications on the training set and the L2 norm  

 

 
Recognized Image 

Figure 3: Character Recognition System. 

3.1 Results 
It is been observed by considering handwritten characters that the  

classifier classifies correctly upto 97%. The system is not be 
tested for scan error or Gaussian errors. If the document is 
exposed to such errors, suitable spatial filtering need to be 
embedded in the preprocessing step. 
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Figure 4: (a) Input Dataset Of Class 7 (b) Input Dataset Of 
Class 8 (c) Input Dataset Of Class 9  
(d) Multiclass SVM Classifier With Gaussian Kernel 

3.2 Conclusion 
Increasing the number of training samples, indeed increases 
recognition rates of individual classifiers and their cooperation. 
On the other hand, increasing recognition rates of individual 
classifiers also increases their correlation that reduces the 
possibility for improvement of the cooperation recognition rates. 
In this paper, the cooperation of four feature sets for handwritten 
digit recognition using SVM classifiers is examined. The 
presented results show that it is efficient to achieve the 
recognition rate of a SVM Combined with NN applied on the 
feature set that includes features by extracting the morphological 
features. However, the classifier cooperation schemes reduce the 
classifier complexity and need for samples, and sometimes can 
increase the classifier performance. 
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