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ABSTRACT 
In this paper we reviewed the importance of the pattern 
classification and its application. The paper describes the process 
of character recognition using the Multi Class SVM classifier. The 
problem of recognition of English handwritten characters is still 
an active area of research. The support vector machine(SVM) is 
new learning machine with very good generalization ability. 
Recent results in pattern recognition have shown SVM (Support 
vector classifier) often have superior recognition rates in 
comparison to the other classification methods. The input data is 
English handwritten characters. The approach works in two steps. 

1. Feature extraction module. 

2. SVM classifier module. 

The recognition of SVM with Gaussian kernel with statistical 
feature is 98 % and with structural and statistical feature is 99.9%. 

Categories and Subject Descriptors 

1.5.2 [Pattern recognition]: Design Methodology – Classifier 
design and evaluation. 

General Terms 

Performance,  Design , Economics, Reliability. 

Keywords 
Support Vector Machine (SVM) classifier, statistical feature, 
structural feature, English handwritten   characters.  

1 INTRODUCTION 
Recognition of English handwritten characters still remains one of 
the most challenging problems in pattern recognition domain.  
SVM utilized in pattern recognition is to construct a hyperplane as 
a decision plane which separates the positive and negative 
patterns with largest margin. In this paper we are discussing the 
classification system for English handwritten characters using two 
different feature families and SVM classifier. Our feature families 
are referenced as statistical and structural feature sets. It has been 
observed that all sorts of structural , topological and statistical 
information about the characters does not lend a helping hand in 
the recognition process. Combining features of different nature 

that is statistical and structural and the corresponding SVM 
classifier has been shown to be promising approach in many 
pattern recognition applications. 

Gao Daqi and Zhang Tao introduces support vector machine 
classifier using RBF kernels with clustering based centers and 
widths for English handwritten character recognition[7]. 
Currently, support vector machines (SVM’s) have been widely 
used to classification and function approximation fields due to 
their good generalization performance [5-10]. In order to solve the 
large scale learning problems, the SVM’s often employ different 
task decomposition techniques [1-13]. The training process of 
SVM’s can be regarded as convex quadratic programming ( QP) 
problem [9-15]. Unfortunately, SVM’s suffer from the 
computational complicated problem for solving the large scale 
learning tasks. The computational and the space complexities 
scale cubically and quadratically , respectively, with the training 
data sizes [8-9].  In the U.S. postal service (USPS) English 
handwritten database, there are 9218 handwritten characters 
collected from mail envelopes in Buffalo, NY[17].Each character 
is 16 X 16 image represented as a 256 dimensional vector [7]. 
Among them , 7219 are taken for the training set and remaining 
2007 for test sets. The USPS recognition task is known to be 
rather hard[12,16,17]. The human recognition rate is 97.5%, and 
the best classification result by co tangent distance classifier is 
97.4%. other results are 94.1% by nearest neighbor classifier[12] 
or a best single hidden layer neural network[16], 96.0% by 
support vector machines with Gaussian kernels to radial basis 
function classifier[3], 95.0% by a convolution neural network[18] 
and 94.9% by a specified five layer network LetNet1[17]. In the   
proposed method the recognition of SVM with Gaussian kernel 
with statistical feature is 98 % and with structural and statistical 
feature is 99.9%. 

The proposed technique works in two steps. 

1. Feature extraction module: In this process the 
preprocessed English handwritten character image is 
given as input to feature extraction module, this  then  
combines the structural and statistical features and 
forwards it to SVM classifier. 

2. SVM classifier module: The forwarded features are 
input to this module. Which constructs a hyperplane as 
the decision plane. 

The current method shows superior performance on English 
handwritten characters. 
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2 SYTEM ARCHITECTURE 

 

Figure 1. The System Architecture. 

In the proposed method, the recognition system architecture as 
shown in figure 1 consist of 

1. Feature extraction module. 

2. SVM classifier module. 

The feature extraction module contains structural feature 
extraction sub module and statistical feature extraction sub 
module. For training and testing purpose, we collected a large set 
of English handwritten characters   from the different peoples of 
different age groups. The total 25000 character images   is divided 
into two groups. Total 18000 of samples were treated as training 
samples and other 7000 of samples were treated as test samples. 
The character images from the original database are rearranged in 
the test sets and in the learning sets. All samples were normalized 
to 64 X 64   bitmap, which was further divided into 16 X 16 equal 
sized blocks. From these blocks, we obtained 128 X 128 grey 
level pixels presented with real numbers in [-1,1], intervals. The 
recognition results for the proposed method are relatively high. 
The recognition results are 99.9% for English handwritten 
characters. 

2.1 Preprocessing  
In any document there could be optical noises present along with 
the documents. Especially in the handwritten documents the 
character shapes may not be always unique. Hence the 
Preprocessing is mandatory .We will first apply a Erosion with 
3X3 structuring elements which will eliminate the one bit errors 
and give a smooth edge. Then the characters are dilated with 2X2 
element. 

2.2 Feature Extraction 
Preprocessed image is an input for feature extraction modules 
towards SVM classifier from the character image with resolution 
of 128 x 128 pixels, 16 x 16 binary images are obtained on which 
smoothening and centralized preprocessing technique have been 
applied. Total 116 features are extracted that are classified as 54 
structural features and 62 statistical  feature. 

2.2.1 STRUCTURAL FEATURE SET 
EXTRACTION 

To create structure feature set of English handwritten   characters 
a set of elementary shape primitives for character constructions 

have been defined. 27 elementary primitives   have been proposed 
as  shown in   figure.2. The existing shape in each of those sub 
regions is compared with idealized primitive. The English 
handwritten   character image is searched for these primitives 
firstly on the original English handwritten   character image 
orientation and secondly on the rotated English handwritten   
character image for 90 degree .  The total number of primitives is 
54 , which is the number of the elements in the structural feature 
set.  

 

Figure 2. The Image Sub Regions And Elementary Primitives 

2.2.2 STATISTICAL FEATURE SET EXTRACTION 
The statistical feature  set give the pixel based information. The 
first 54 statistical features are obtained from the projection 
histogram from vertical, horizontal and two diagonal projections        
(with 5 pixels left and right around the main diagonals).  

The last 8- features are obtained from the zone pattern regions 
shown below in figure 3. 
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Figure 3. (a) Character Image (b)  Horizontal 
Histogram (c) Vertical Histogram  (d) Radial 
Histogram (e)Projection Histograms (f)Zone 
Pattern Features 

2.3 Classification 
SVM is powerful tool for binary classification. SVM is an 
attractive technique because in addition to the optimality of its 
solution , it allows users to choose from a variety of options. The 
many choices however , require great caution and preservances on 
the users part, since the experimental work can be tedious and 
may require special techniques to reduce the  excessive amount of 
computing time[2]. 

The structural and statistical features are forwarded to SVM 
classifier. Support Vector machine are based on the concept of 
decision planes that defines decision boundaries. Decision plane is 
one that separates between a set of objects having different class 
memberships. The main aim of SVM is to find best hyperplane 
which can discriminate between n classes with a maximal possible 
margin. SVM are learning algorithms derived from statistical 
learning theory developed by V. Vipnik[4]. The theory formalizes 
the task of statistics with finite sample size. It has storage 
generalization capability based on the minimization principle of 
structural risk. 

For binary classification problem we have training data set 
denoted as {Xi , Yi} where , 1,2,3,...,n

iX R i n  . The training 

data set consist of  vectors, Xi means the ith input vector and Yi its 
class label which is +1 or -1 respectively. So the training dataset 
can be divided into two different sets A and B which have class 
labels +1 and -1 respectively. In this problem ,We are separating 
the plane between different classes in the space Rn . So if the 
training data is separable, we can construct its separating plane 
function as 

WTZ+b=0                                                      (1)               

Here W and b are parameter for forming the plane and nZ R   is 
the vector who can satisfy the equation above.  

The plane  

WTZ+b = +1                                                  (2) 

is a bounding plane for the position set A. since it can be found so 
that  

 1n TAC X R W Z b    . 

 Similarly, the plane  

  WTZ+b = -1                                                (3)  

is also be formed as a bounding plane for B since it can be 

obtained so that   1n TBC X R W Z b     .  we define the 

distance between these two bounding planes as the margin, it is 
obvious that maximizing the margin of separation between the 

sets A and  B could improve the ability of estimated classification 
function generally.                                                                                             

The optimal hyperplane can be found by minimizing                                              

                                     n 

Ψ (w,ε) = ║ w║ /2 + c∑  εi                        (4) 

                                   i =1 

to get the maximum margin with the constraint condition.  

Yi (w.Xi + b)≥ 1 – εi   i = 1,2,……n.          (5) 

In  nonlinearly separable case, with kernel function input data can 
be mapped from the input  space into a higher dimensional feature 
space by nonlinear transformation. In this feature space data can 
be linearly separable. Three   types of kernels such as polynomial, 
RBF and sigmoid are after used. In this paper multiclass SVM  
classifier was developed for the classification problem of   
handwritten English characters. 

Here   classes are linearly separable, SVM  finds optimal hyper 
plane with maximum margin of separation between different  
classes.  

3 RECOGNITION RESULTS 
Recognition is the classifier recognition   rate. Table- 1 
Recognition rate on structural, statistical and both feature families. 
The results   shows that the statistical feature set has stronger 
discrimination power and provides better recognition rates. The 
recognition results   using  structural features is 97%. The 
recognition results using statistical feature is 98%. The 
recognition results using both structural and statistical feature is 
99.9%. 

Table 1. Table Recognition Results 

SVM with Gaussian kernel Recognition 

Statistical feature 98% 

Structural feature 97% 

Structural +Statistical 
feature 99.9% 

The table 2 shows the comparison of recognition rates for 
proposed method,   with  

1. Recognition rates by backpropogation applied to handwritten 
zip code recognition which uses tangent distance classifier [17].  

2. Recognition rates by efficient pattern recognition using the new 
transformation distance which uses nearest neighbor classifier 
[12]. 

3. Recognition rates by the nature of statistical learning theory 
(second edition) which uses best single hidden layer neural 
network [16]. 

4. Recognition rates by  comparing support vector machines with 
Gaussian kernels to radial basis function classifier which uses 
support vector machine   classifier [3 ]. 



International Journal Of Computer Science And Applications Vol. 2, No. 2, November / December 2009                                      ISSN: 0974-1003 

Published by Research Publications, Chikhli, India                 125 

5. Recognition rates for handwritten recognition with a 
backpropogation network which uses convolution neural 
network[18]. 

6. Recognition rates by specified five layer  network [17]. 

Table 2. Table for comparison of Recognition Results 

English Handwritten Character 
Recognition  Different Method’s 

Recognition  
Percentage 

Overall Recognition % For Proposed 
Method   

99.9% 

Overall Recognition % For Tangent 
Distance Classifier [17] 

97.4% 

Overall Recognition % For Nearest 
Neighbor Classifier [12] 

94.1% 

Overall Recognition % For Best Single 
Hidden Layer Neural Network[16] 

97.5% 

Overall Recognition % For SVM 
Classifier [3] 

96% 

Overall Recognition % For By 
Convolutional Neural Network [18] 

95.0% 

Overall Recognition % For By Specified 
Five Layer Network Lenet.1[17] 

94.9% 

The overall recognition rate is 99.9%   for English handwritten 
character recognition by combining SVM Classifier and by 
combining structural and statistical features. 

4 STATISTICAL DECISION FUSION 
AND   RULE BASED DECISION 
FUSION 

Statistical decision fusion is built around   two SVM classifier, 
Which perform classification separately on the structural and 
statistical feature set. Rule based decision fusion is an additional 
choice of the structural feature classifier. 

5 CONCLUSION  
This paper presents a system of English handwritten character 
recognition. Recognition   results  with statistical feature is 98% 
which is better than that of recognition results with structural 
features that is 97%. By combining both feature sets that is 
statistical and structural the highest recognition rates are possible 
which is 99.9% .Several classifier has been used for recognition of   
English handwritten   characters. The recognition rate of support 
vector machine   classifier is promising technology for some real 
applications, it has good nonlinear properties, it also has been 
used to solve many academic problems. The two features i.e. 
structural and statistical features we are using it. The feature 
extraction module combines the feature and forwarded to the 
separate  SVM  classifier is poor as compare to the recognition 
rate of four SVM classifier applied on the feature set that includes 
both feature families by combining individual classifier decisions 
using statistical or rule based decision fusion. 

The statistical cooperation schemes  improves recognition rates. 
The rule based cooperation schemes enable an easy 
implementation of rejection criteria. 
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