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Abstract
The exploration of how we as human beings react to the world and 
interact with it and each other remains one of the greatest 
challenges. The ability to recognize emotional states of a person 
perhaps the most important for successful inter personal social 
interaction. Automatic emotional speech recognition system can 
be characterized by the used features, the investigated emotional 
categories, the methods to collect speech utterances, the languages 
and the type of the classifier used in the experiment. 

Since a well defined database is the necessary precondition for 
improving the performance Automatic emotional speech 
recognition systems. This paper explores the theories that explain 
the social and cognitive roles of emotions and mental states and 
their expression in human behaviors and communication. The 
paper describes the planning and accomplishment of a native 
language emotional speech database of acted emotional speech by 
number of speakers, recording strategies, conversion etc as well as 
the alternative approach is briefly addressed. Such database would 
also contribute to research in intonation and emotion. 
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1 INTRODUCTION
An emotion is a mental and physiological state associated with a 
wide variety of feelings, thoughts, and behavior. Emotions are 
subjective experiences, often associated with mood, temperament, 
personality, and disposition. The English word 'emotion' is 
derived from the French word émouvoir. This is based on the 
Latin emovere, where e- (variant of ex-) means 'out' and movere
means 'move' [1]. 

No definitive taxonomy of emotions exists, though numerous 
taxonomies have been proposed. Some categorizations include: 

� Cognitive' versus 'non-cognitive' emotions. 

� Instinctual emotions (from the amygdala), versus 
cognitive emotions (from the prefrontal cortex).  

� Basic versus complex: where base emotions lead to 
more complex ones.

� Categorization based on duration: Some emotions occur 
over a period of seconds (e.g. surprise) where others can 
last years (e.g. love).  

Ways of expression and recognition of emotions by humans and 
animals have intrigued researchers for a long time. Charles 
Darwin published the first monograph devoted to the topic in the 
nineteenth century [2]. After this milestone work, psychologists 
have gradually accumulated knowledge in the field offering 
various descriptions of emotive and affective states (e.g., [3]).  

2 THEORIES OF EMOTION 
Theories about emotions stretch back at least as far as the Ancient 
Greek Stoics, as well as Plato and Aristotle. The sophisticated 
theories are the works of philosophers such as René Descartes, 
Baruch Spinoza and David Hume. Later theories of emotions tend 
to be informed by advances in empirical research. Often theories 
are not mutually exclusive and many researchers incorporate 
multiple perspectives in their work [1]. 

2.1 Somatic theories 
Somatic theories of emotion claim that bodily responses rather 
than judgements are essential to emotions. The first modern 
version of such theories comes from William James in the 1880s. 
The theory lost favour in the 20th Century, but has regained 
popularity more recently due largely to theorists such as John 
Cacioppo, Joseph E. LeDoux and Robert Zajonc who are able to 
appeal to neurological evidence.
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William James, in the article 'What is an Emotion?' [4], argued 
that emotional experience is largely due to the experience of 
bodily changes. The Danish psychologist Carl Lange also 
proposed a similar theory at around the same time, so this position 
is known as the James-Lange theory. 

2.2 Neurobiological theories 
Based on discoveries made through neural mapping of the limbic 
system, the neurobiological explanation of human emotion is that 
emotion is a pleasant or unpleasant mental state organized in the 
limbic system of the mammalian brain. If distinguished from 
reactive responses of reptiles, emotions would then be mammalian 
elaborations of general vertebrate arousal patterns, in which 
neurochemicals (e.g., dopamine, noradrenaline, and serotonin) 
step-up or step-down the brain's activity level, as visible in body 
movements, gestures, and postures.

More recent research has shown that some of these limbic 
structures are not as directly related to emotion as others are, 
while some non-limbic structures have been found to be of greater 
emotional relevance. 

2.3 Cognitive theories 
There are some theories on emotions arguing that cognitive 
activity in the form of judgements, evaluations, or thoughts is 
necessary in order for an emotion to occur. This, argued by 
Richard Lazarus, is necessary to capture the fact that emotions are 
about something or have intentionality. Such cognitive activity 
may be conscious or unconscious and may or may not take the 
form of conceptual processing. An influential theory here is that 
of Lazarus. A prominent philosophical exponent is Robert C. 
Solomon [5]. The theory proposed by Nico Frijda where appraisal 
leads to action tendencies is another example. It has also been 
suggested that emotions (affect heuristics, feelings and gut-feeling 
reactions) are often used as shortcuts to process information and 
influence behaviour [6].  

3 SPEECH EMOTION RECOGNITION 
SYSTEM

Like the typical pattern recognition system, speech emotion 
recognition system contains four main modules: emotional speech 
input, feature extraction, classification, and recognized emotion 
output. The structure of system is depicted in Figure 1 [7].  

Figure 1: Structure of speech emotion recognition system. 

Emotional speech recognition aims at automatically identifying 
the emotional or physical state of a human being from his or her 
voice. The emotional and physical states of a speaker are known 
as emotional aspects of speech and are included in the so called 
paralinguistic aspects. Although the emotional state does not alter 
the linguistic content, it is an important factor in human 
communication, because it provides feedback information in many 
applications.

3.1 APPLICATION OF SPEECH 
EMOTION RECOGNITION 
SYSTEMS

The most important application is in intelligent human-machine 
interaction. In today’s human-machine interaction systems, 
machines can recognize “what is said” and “who said it” using 
speech recognition and speaker identification techniques. If 
equipped with emotion recognition techniques, machines can also 
know “how it is said” to react more appropriately, and make the 
interaction more natural. Other applications of automatic emotion 
recognition include psychiatric diagnosis, intelligent toys, and lie 
detection [8]. 

Making a machine to recognize emotions from speech is not a 
new idea. The first investigations were conducted around the mid-
eighties using statistical properties of certain acoustic features [9, 
10]. Ten years later, the evolution of computer architectures made 
the implementation of more complicated emotion recognition 
algorithms feasible.  

Market requirements for automatic services motivate further 
research. In environments like aircraft cockpits, speech 
recognition systems were trained by employing stressed speech 
instead of neutral [11]. The acoustic features were estimated more 
precisely by iterative algorithms. Advanced classifiers exploiting 
timing information were proposed [12, 13, and 14].  Nowadays, 
research is focused on finding powerful combinations of 
classifiers that advance the classification efficiency in real life 
applications. The wide use of telecommunication services and 
multimedia devices paves also the way for new applications. For 
example, in the projects “Prosody for dialogue systems” and 
“SmartKom”, ticket reservation systems are developed that 
employ automatic speech recognition being able to recognize the 
annoyance or frustration of a user and change their response 
accordingly [15, 16]. Similar scenarios are also presented for call 
center applications [17, 18] and also presented a two-stream 
emotion recognition technique for emotion recognition that can be 
used in call-center monitoring [19]. Emotional speech recognition 
can be employed by therapists as a diagnostic tool in medicine 
[20]. 

In psychology, emotional speech recognition methods can cope 
with the bulk of enormous speech data in real-time extracting the 
speech characteristics that convey emotion and attitude in a 
systematic manner [21]. 

Now a days Music emotion plays an important role in music 
retrieval, mood detection and other music-related applications. 
Many issues for music emotion recognition have been addressed 
by different disciplines such as physiology, psychology, cognitive 
science and musicology [22]. One of the first studies of emotion 
detection in music is presented by Feng et al, their work based on 
Computational Media Aesthetics (CMA), analyzes two 
dimensions of tempo and articulation which are mapped into four 
categories of moods: happiness, anger, sadness and fear [23].  

Also Mobile emotion measurement (MEM) through physiological 
signals is a promising tool for both experiments and application. 
MEM would be of great benefit for mobile HCI [24]. 

On the other hand, AI and speech technology researchers have 
made contributions in the following areas: emotional speech 
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synthesis, recognition of emotions for improving speech 
recognition systems and for solving applied problems, as well as 
using agents for decoding and expressing emotions.

4 PREPARATION OF  EMOTIONAL 
SPEECH DATABASE 

The voice is especially important where there are no visual 
signals, such as in communication via radio or telephone, or where 
there is visual impairment. Several reviews on emotional speech 
analysis have already appeared. In [25] 64 data collections were 
reviewed.

There are many problems surrounding database development, 
some of which may not become obvious until it is too late. The 
paper describes the planning and accomplishment of a native 
lenguage database of acted emotional speech, containing different 
sentences performed in basic target emotions by number of 
subjects or actors. Such database can be the basis for analyses of 
prosodic features [26], articulatory features [27] and the 
verification by means of resynthesis [28]. 

4.1 Acted emotions
The first part argues why the material is to be recorded in acted 
instead of “real life” situations. However, as clear emotional 
expression is not only rare in everyday situations but also the 
recording of people experiencing absolute emotions is ethically 
problematic, it is almost impossible to use natural data if basic 
emotions are the subject of investigation. 

4.2 Speakers
For parameter analysis undistorted speech signals without 
background noise are required. In order to investigate emotional 
speech as deviation from neutral speech it is necessary to record 
the same utterance in different emotional situations. In 
consequence the recording should be done systematically under 
laboratory conditions. In some psychological experiments, it has 
been tried to induce specific emotions into test persons, but for 
ethical reasons it is undesirable to induce negative emotions into 
test persons. As a consequence the emotional speech is to be 
spoken by the subjects. This emotions simulated by subjects are a 
good approximation to true emotional speech.  

In recordings of a speaker reporting from a dramatic event is 
compared with recordings of an actor simulating the reporter's 
emotional state during the event. Differences between the 
recordings will be found, but in general the mode of speaking and 
the fundamental frequency range and variation are alike. 

It is however not advisable to use stage actors, because they tend 
to exaggerate some features to make the emotional content very 
clear which makes the utterances sound unnatural.

Therefore another approach is to leave this matter open and search 
for performers by means of a newspaper advertisement or random 
selection from available subjects. In preselection session the 
selected subject will perform one utterance in each of the target 
emotions which will be recorded in an office directly with a 
microphone to hard disk. From these sessions, expert listeners can 
select peoples, equally representing the sexes, by judging the 
naturalness and recognisability of the performance.  

4.3 Text material
Emotions can confidentially be recognized in very short 
utterances like "Yes" or "No". This means short sentences or even 
single words are appropriate to analyse emotional features in 
speech. But it can be interesting to analyse passages of "fluent" 
speech to study pauses and specific emotional sounds like laughter 
or sighs. It is best to choose some utterances which appear often in 
everyday communication. Two different kinds of text material 
would normally meet these requirements:  

� Nonsense text material, like for instance haphazard 
series of figures or letters, or fantasy words (e.g. [29]).  

� Normal sentences which could be used in everyday life.  

Nonsense material is guaranteed to be emotionally neutral. 
However, there is the disadvantage that subject will find it 
difficult to imagine an emotional situation and to produce natural 
emotional speech spontaneously. This is why nonsense material 
rather results in stereotyped overacting.  

In comparison with poems and nonsense sentences, the use of 
everyday communication has proved best, because this is the 
natural form of speech under emotional arousal. Moreover, actors 
can immediately speak them from memory. There is no need for a 
longer process of memorising or reading them off a paper, which 
may lead to a lecturing style [30].  

In the construction of the database, priority can be given to the 
naturalness of speech material and thus everyday sentences could 
be used as test utterances. A total of five sentences, of length vary 
from 2 to 5 Seconds can constructed so that they could be 
interpreted in the target emotions. Moreover, they are utterances 
which both from their choice of words and their syntactic 
construction may be used in everyday life. The text is presented to 
the speakers as a list of separate sentences.  

4.4 Recording Strategies
The subject takes then in to the recording room and place in a 
chair at a table on which the microphone is placed. The prompting 
text is placed on the table. The actor could be asked to speak in 
different emotions before the recording in order to set the 
recording level. It is advisable to read all the utterances with one 
emotion and then change the emotion and start over again. In this 
way the actors will not have to change emotions more than target 
number of emotions. 

To achieve a high audio quality the recordings can take took place 
in sound proof recording studio using a high quality microphone is 
used, which did not influence the spectral amplitude or phase 
characteristics of the speech signal. Such as 

� Sennheiser MKH 40 P 48 microphone and a Tascam 
DA-P1 portable DAT recorder. Recordings were taken 
with a sampling frequency of 48 kHz and later down 
sampled to 16 kHz was used for German emotional 
database.

� A portable Digital Audio Tape recorder Sony TCD-D8 
at 48 kHz sampling rate via Sennheiser headphone set. 
The obtained recordings were converted into 
monophonic Windows PCM format at 32 kHz sampling 
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frequency and 16 bits resolution was used for 
RUSLANA database 

� AKG 414 ULS microphone, Amek Angela 36 ch. in -
line Mixerdesk ,PANASONIC DAT SV 3500 was for 
Danish emotional database etc 

Also easily available ASM- 580XLR Microphone and USR-60 
recorder with a sampling frequency of 32 kHz and later resample 
to 10 kHz can be used for recording in native language such as 
English, Marathi, and Hindi etc. Resampling is synonymous with 
several processes commonly used in manipulating audio, through 
which a segment of sampled audio termed as sample is 
manipulated before being stored back to a sampled format. 

The text of every utterance was prompted to every subject to 
avoid reading intonation style. Subjects were instructed to put 
themselves into specific emotional states and speak the sentence. 
They are asked to remember a real situation from their past when 
they had felt this emotion. Few rehearsals are taken before 
recording every test. The distance between camera and subject can 
be kept about 30 cm but slight variations in the distance between 
mouth and microphone, sound intensity and environmental 
conditions are allowed, so as to make data set more close to the 
reality.   

4.5 Conversion
For feature extraction speech processing toolbox in MATLAB 
programming language as well as Praat, Sonogram, VoiceBox 
tools etc can be used. Praat] has a pointy-clicky interface, is high 
level and does not require deep knowledge in the field of signal 
processing [31]. From all these MATLAB is most widely used for 
extracting features from speech as well as image. To cross 
validate extracted features from MATLAB with advance toolbox 
Praat; required conversion from  MP3 Stereo, Dual Channel files 
into Mono, Single Channel, and wave format, since MATLAB 
speech processing functions are supporting for wave file format 
only. Such converter software’s are 

� mp3-2-wav

� Super MP3 converter etc. 

4.6 Labeling the data
In order to be able to compare the results with older studies of 
research group [32, 33, 34] the same emotional labels can be used, 
neutral, anger, fear, joy or happiness, sadness, disgust and 
surprise.

4.7 Evaluation
Evaluation is very important but time consuming stage in database 
development. We can employ two procedures for our database 
evaluation. Both of them require participation of human 
evaluators who are presented with randomized utterances. The 
objective of the first procedure is to put the utterance on the 
activation-evaluation wheel [35], which has been derived from the 
Plutchik’s “emotion wheel” [36]. The activation evaluation wheel 
is a unit radius circle on activation-evaluation axes. The x-axis is 
the evaluation or valence axis with positive values on the right 
side, and the y-axis is the activity axis with high activity on the 
top. Two radial coordinates specify each point P on the wheel. 

The emotional state is represented by the angle between the 
positive y-axis and the vector from the center of the circle to the 
point P, whereas the strength of emotion corresponds to the 
distance of P from the center of the circle (Figure 2). The 
procedure provides a continuous spectrum of emotional states. 
However, it requires some training before the evaluator starts 
producing cohesive results. The objective of the second procedure 
is to estimate how well a subject portrayed the intended emotion. 
In this case the evaluator knows, which emotion the utterance is 
supposed to convey, and estimates its quality using the scale from 
1 to 5 (where 1 means “very bad - no resemblance” and 5 means 
“excellent performance”).  

Figure 2: The Activation-evaluation wheel 

5 ALTERNATIVE  APPROACH
The alternative approach for preparing the database is by cutting 
the dialogs with length vary from 2 to 5 seconds and simulate the 
basic emotions from the native language movies by using the 
softwares such as 

� Easy-mp3-cutter 

� MP3Cutter

� Mp3splitter etc. 

And then following the same procedure like: MP3 to wav 
conversion, labeling the data, evaluation and so on. Thus we can 
get the speech emotional database which will serve as input for 
speech emotional recognition system. 

6 SUMMARY AND CONCLUSIONS 
In fact a well defined database is the preliminary necessary 
prerequisite for improving the performance of speech emotion 
recognition systems.  This paper gives the general guidelines for 
preparing the emotional database in native language with the basic 
emotions contain emotional utterances performed by native 
language subjects. Normal sentences which could be used in 
everyday life can be used for building such database. The 
recording in the sound proof studio is suggested to reduce the 
noise in the audio files. The material could be evaluated in an 
automated listening test and each utterance can judge by listeners 
with respect to recognisability and naturalness of the displayed 
emotion. Such database could serve as a basis for numerous 
studies.

A discrepancy appears between really experienced emotions and 
emotions mugged by the speaker under the influence of cultural 
tradition, language, situation, discoursal roles and other factors. 
Such database preparation is also facing more general issues: the 
types of emotions expressed in speech, and the relationship 
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between genuine and simulated emotion. Hope such database 
would also contribute to research in intonation and emotion.
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