Abstract:
Image Compression using Neural Networks is an area where research is being carried out in various directions towards achieving a generalized and economical network. Feedforward Networks using Back propagation Algorithm adopts the method of steepest descent for error minimization is popular and widely adopted and is directly applied to image compression. Various research works are directed towards achieving quick convergence of the network without loss of quality of the restored image. In general the images used for compression are of different types like dark image, high intensity image etc. When these images are compressed using Back-propagation Network, it takes longer time to converge. To achieve this, a cumulative distribution function is estimated for the image and it is used to map the image pixels. When the mapped image pixels are used, the Back-propagation Neural Network yields high compression ratio as well as it converges quickly.
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1 INTRODUCTION:
Image compression is minimizing the size in bytes of a graphics file without degrading the quality of the image to an unacceptable level. The reduction in file size allows more images to be stored in a given amount of disk or memory space. It also reduces the time required for images to be sent over the Internet or downloaded from Web pages.

Image compression can be done through various techniques like Huffman coding, back propagation etc. Huffman coding [11] is an entropy encoding algorithm used for lossless data compression. The term refers to the use of a variable-length code table for encoding a source symbol (such as a character in a file) where the variable-length code table has been derived in a particular way based on the estimated probability of occurrence for each possible value of the source symbol. It mainly deals with construction of Minimum-Redundancy Codes.

Back propagation [3,4] is a specific technique for implementing gradient descents in weight space for a multilayer feed forward network. It can be used to compress image [1,2] discussion with algorithm in section-3, by training a net to function as an auto associative net (the training input vector and the target output are the same) with fewer hidden units than there are in the input or output units. The input and the output data file are formed from the given pattern in +1 and -1 form and stored in comp.mat file. This algorithm can be applied even if there is no redundancy in the data.

1.1 Huffman Coding:
Huffman coding [11] is based on the frequency of occurrence of a data item (pixel in images). The principle is to use a lower number of bits to encode the data that occurs more frequently. Codes are stored in a code book which may be constructed for each image or a set of images. In all cases the code book plus encoded data must be transmitted to enable decoding.

The Huffman algorithm is briefly summarized.

1.2 Algorithm:
A bottom-up approach
1. Initialization: Put all nodes in an OPEN list, keep it sorted at all times (e.g., ABCDE).
2. Repeat until the OPEN list has only one node left:
   (a)From OPEN pick two nodes having the lowest frequencies/probabilities, create a parent node of them.
   (b)Assign the sum of the children's frequencies/probabilities to the parent node and insert it into OPEN.
   (c) Assign code 0, 1 to the two branches of the tree, and delete the children from OPEN.
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Table-1

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Count</th>
<th>(\log(1/p))</th>
<th>Code</th>
<th>Subtotal[#bits]</th>
</tr>
</thead>
<tbody>
<tr>
<td>P1</td>
<td>14</td>
<td>2.63</td>
<td>00</td>
<td>37</td>
</tr>
<tr>
<td>P2</td>
<td>3</td>
<td>1.09</td>
<td>01</td>
<td>3</td>
</tr>
<tr>
<td>P3</td>
<td>5</td>
<td>1.60</td>
<td>10</td>
<td>8</td>
</tr>
<tr>
<td>P4</td>
<td>2</td>
<td>0.69</td>
<td>110</td>
<td>1</td>
</tr>
<tr>
<td>P5</td>
<td>6</td>
<td>1.79</td>
<td>111</td>
<td>11</td>
</tr>
</tbody>
</table>

Total (# of bits) = 60

2 BACK PROPAGATION:
Back-propagation algorithm[7,8] is a widely used learning algorithm in Artificial Neural Networks. The Feed-Forward Neural Network architecture is capable of approximating most problems with high accuracy and generalization ability. This algorithm is based on the error-correction learning rule. Error propagation consists of two passes through the different layers of the network, a forward pass and a backward pass. In the forward pass the input vector is applied to the sensory nodes of the network and its effect propagates through the network layer by layer. Finally a set of outputs is produced as the actual response of the network. During the forward pass the synaptic weight of the networks are all fixed. During the back pass the synaptic weights are all adjusted in accordance with an error-correction rule. The actual response of the network is subtracted from the desired response to produce an error signal. This error signal is then propagated backward through the network against the direction of synaptic conditions. The synaptic weights are adjusted to make the actual response of the network move closer to the desired response.

2.1 Algorithm:
1. The input layer propagates a particular input vector’s components to each node in the hidden layers.
2. Hidden layer nodes compute output values, which become inputs to the nodes of the output layer.
3. The output layer nodes compute the network output for the particular input vector. The forward pass produces an output vector for a given input vector based on the current state of the network weights.
4. Since the network weights are initialized to random values, it is unlikely that reasonable outputs will result before training. The weights are adjusted to reduce the error by propagating the output error backward through the network. This process is where the backpropagation neural network gets its name and is known as the backward pass:
5. Compute error values for each node in the output layer. This can be computed because the desired output for each node is known.
6. Compute the error for the middle layer nodes. This is done by attributing a portion of the error at each output layer node to the middle layer node, which feeds that output node. The amount of error due to each middle layer node depends on the size of the weight assigned to the connection between the two nodes.
7. Adjust the weight values to improve network performance using the Delta rule.
8. Compute the overall error to test network performance. The training set is repeatedly presented to the network and the weight values are adjusted until the overall error is below a predetermined tolerance. Since the Delta rule follows the path of greatest descent along the error surface, local minima can impede training. The momentum term compensates for this problem to some degree.

3 EXPERIMENTS AND OUTPUTS
Let the input image be:

Figure-2

The back propagation neural network is essentially a network of simple processing elements working together to produce a complex output. These elements or nodes are arranged into different layers: input, middle and output.

The output from a back propagation[5,6] neural network is computed using a procedure known as the forward pass.

4 IMAGE COMPRESSION ALGORITHM BY USING BACK PROPAGATION:
Step1: Read the image (“Lena.jpg”)
step2: Initialize Input, Hidden and Output layer definition values.

\[ n = 1024 \]
\[m = 1024\]
\[h = 24\]

Step 3: Initialize weights, bias and learning parameter

\[v = \text{rand}(n,h) - 0.5\]
\[v1 = \text{zeros}(n,h)\]
\[b1 = \text{rand}(1,h)-0.5\]
\[b2 = \text{rand}(1,m)-0.5\]
\[w = \text{rand}(h,m)-0.5\]
\[w1 = \text{zeros}(h,m)\]
\[\alpha = 0.4\]
\[m_f = 0.3\]
\[\text{con} = 1\]
\[\text{epoch} = 0\]

Step 4: Find the number of images and feed forward them.

\[\text{zin}(j) = \text{zin}(j) + x(I,i)*v(i,j)\]
\[z(j) = \text{bipsig}(\text{zin}(j))\]

Step 5: Calculate the error and back propagate it.

\[\text{delk}(k) = (t(I,k)-y(k))*\text{bipsig1}(yin(k))\]

Step 6: Weight updating is performed in order to minimize the error.

\[w = w + \text{delw}\]
\[b2 = b2 + \text{delb2}\]
\[v = v + \text{delv}\]
\[b1 = b1 + \text{delb1}\]

Step 7: Put number of epochs

Compression output of image Fig-3(Lena.jpg)

**Figure - 4**

4.1 **Analysis 1**

In Fig-4 the compressed image is coming after 30 epochs. We can compress it according to our desire by using more number of epochs till convergence. It is not possible by the Hoffman coding. Hoffman compression method is based on redundancy. If there are redundant object[10] then we can compress it. Back propagation network[9] based on narrow the difference with their neighborhood pixels, which depending on epochs and weights. By the Hoffman coding we can’t compress it further. Another drawback of Hoffman method is if there is no or redundancy very less then we can’t compress the image. Above these drawbacks back propagation image compression is better than Hoffman coding.

4.2 **Analysis 2**

From Fig-5 it is clear that error is decreasing and moving towards the convergence[4]. What is the error after 5 epochs that is that decreasing till 15 to 17 epochs. Next to 20 epochs probably it is moving towards the convergence so what is the compression result at 25 epochs that will be same at epoch no 30. So we can get full compressed figure after 25 epochs.

5 **CONCLUSION**

Our mainwork is focused on the image compression by using backpropagation, which exhibits a clear-cut idea on application of backpropagation with special features compare to Hoffman code. By using this algorithm we can save more memory space, and in case of web applications transferring of images and download should be fast.
6 FUTURE DEVELOPMENT:

We can develop this project for image encryption and decryption. In this process compression of image is as similar as data encryption, and decompression as data decryption. Only produce a secret key to thwart the attacker.
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